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Breaks

- Breaks

- 8:30 Start

- 10:00-10:15 Break

- 12:13:30 Lunch

- 15:15:15 Break

- 16:30-17:00 Questions



Agenda

- Fundamentals

- Capacity Planning

- Performance tuning
- Performance testing

- Monitoring

- QA



Introduction

- Roles

- Workshop expectations



Fundamentals




Prerequisite knowledge

- Enterprise architecture

- Enterprise administration
- Performance tuning

- Capacity

- Statistics



Performance

- Speed, e.g. response time (seconds)
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Scalability

- The ability to increase output and maintain acceptable performance
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Capacity

- The maximum level of output the system can produce, e.g.
- X cars/sec

- X maps/sec

At capacity Over capacity
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Bottleneck

- Resource(s) limiting the performance or capacity

Not bottleneck bottleneck

Think of :
Lanes -as CPU processor
Toll -as ArcGIS Server instances



//upload.wikimedia.org/wikipedia/commons/7/79/Toll_plaza_in_the_UK.JPG
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Resource utilization: CPU, Memory, Network

—__ Throughput(reg/hr)




Capacity

Throughput(reg/hr)




Single Spike
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Capacity Planning




Scaling Direction

- Scaling up
Adding resources to your existing machine
Usually RAM
Commonly, due to lots of service instances

Scaling out
Add more machines
Usually to get more compute power, sometimes for high availability
Commonly, due to increased user demand




Provide sufficient hardware resources

Most systems are CPU bound

GIS Systems are bound by:

1. CPU -typically

2. Memory —when large number of services

3. Disk —Image Service, Synchronization

4. Network —low bandwidth deployment

5. Poorly configured virtualization can result in 30% or higher performance degradation



Infrastructure

Low

ArcSOC Map
ArcSOC Image
ArcSOC GP
XenApp Session
Database Session

Database Cache

50 MB
20 MB
100 MB
500 MB
10 MB
200 MB

500 MB
1,024 MB
2,000 MB
1.2 GB
75 MB
200 GB

Wide ranges of memory consumptions



Server CPU Spec

- Performance is impacted by SPEC Rate Per Core
- Scalability is impacted by number of cores and SPEC Rate Per Core

Relative per core performance
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

SPARC64 XII 1 core 1 chip 4250 MHz

Intel Xeon Gold 6137 16 core 2 chip 3900 MHz
Intel Xeon Gold 6144 32 core 4 chip 3500 MHz
AMD EPYC 7251 16 core 2 chip 2100 MHz
2016

POWERS 64 core 8 chip 4359 MHz

Intel Xeon E5-2637 v4 8 core 2 chip 3500 MHz
Intel Xeon E3-1270 v5 4 core 1 chip 3600 MHz
Intel Xeon E5-2697 v4 36 core 2 chip 2300 MHz
2014

Intel Xeon E3-1270 v3 4 core 1 chip 3500 MHz
Intel Xeon E5-2637 v2 8 core 2 chip 3500 MHz
Intel Xeon E5-2697 v2 24 core 2 chip 2700 MHz
Intel Xeon E7-2890 v2 30 core 2 chip 2800 MHz
2012

Intel Xeon E5-2637 4 core 2 chip 3000 MHz
POWERT+ 48 core 16 chip 4228 MHz

Intel Xeon E5-4650 32 core 4 chip 2700 MHz
AMD Opteron 6308 16 core 4 chip 3500 MHz

45 53 64 74
Performance baseline 2012 2014 2016 2018



Network Planning
Establish and Configure DNS Appropriately!

C:\Users\ >tracert Trace Route: LA Workstation = Phoenix DN5>
LA Database Server <«

Tracing route to
over a maximum of 30 hops:
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VM — watch out for overallocations

Getting Started. BEuluELA Virtual Machines ' Hosts.' DRS . Resourc Getting Started JENT TN Virtual Machines | Hosts | DRS. | Reso
Generdl General
VIPRIEDRS; on vSphere DRS: on
vSphere HA: On Sphere HA: o
VMveare EVC Mode: Intel® "Sandy Bridge” i saamb ot 5 5 -
Generation VMware EVC Mode: Intel® "Westmere" Generation
Total CPU Resources: 227GHz
Total Memory: 1.87TB Total CPU Resources: 184 GHz
Total Storage: 103.92TB Total Memory: 2.167TB
Total Storage: 61.06 TB
88/314=0.28 cpu/vm || numoer of Hosts: -
Total Processors: 88 Number of Hosts: 5
Total Processors: 92 92/176=0.52 cpu/vm
Number of Datastore Clusters: 0
Total Datastores: 42 MNumber of Datastore Clusters: 1]
Total Datastores: 37
Virtual Machines and Templates: 314
e — | Virtual Machines and Temolates; AZ6
Total Migrations using vMotion: 2747
o Cwsert | G B W ¥ B E

Getting Started | Summary | Monitor Configure  Permis:

Qustert
Total Frocessors
Total viviotion Moration

=85

| | [ —




Test Results as Input into Capacity Planning

Service time and Mb/tr models as input into capacity planning

- #CPU x3600x %CPU
TH %100

TH — Users
Re sponseTime + ThinkTime

ST

ST - CPU service time (sec)

#CPU — number of physical CPU cores
%CPU - percent CPU

TH — throughput (tr/sec)



CPU capacity

1. User load: Concurrent users or throughput
2. Operation CPU service time (model)—
3. CPU SpecRate

#CPU = ST, x TH, x100 y SpecRatePerCPU,

3600x%CPU, SpecRatePerCPU,

subscript t = target
subscript b = benchmark
ST = CPU service time
TH = throughput

%CPU = percent CPU



Network capacity

Network transport time

- Required bandwidth
- Response size Mbps
- Number of transactions

_ TH xMbits/req
3600

- Network transport time

Mbits/req

- Response size Transport(sec) =

Mbps — MbpSused

- Effective bandwidth

- All Built into System Designer



Performance Factors

Network transport time

- Impact of service and return type on network transport time

- Compression

- Content, e.g., Vector vs. Raster

- Return type, e.g., JPEG vs. PNG

Network Traffic Transport Time (sec)

56 kbps |1.54 Mbps|10 Mbps |45 Mbps [100 Mbps |1 Gbps
Application Type |Service/Op |Content Return Type |Mb/Tr 0.056 1.540 10.000 45.000( 100.000( 1000.000}
ArcGIS Desktop [Map Vector 10} 178.571 6.494 1.000 0.222 0.100 0.010|
Citrix/ArcGIS Map Vectror+lmage |ICA Comp 1 17.857 0.649 0.100 0.022 0.010 0.001
Citrix/ArcGIS Map Vector ICA Comp 0.3 5.357 0.195 0.030 0.007 0.003 0.000]
ArcGlIS Server Map Vector PNG 1.5 26.786 0.974 0.150 0.033 0.015 0.002
ArcGlIS Server Image JPG 0.3 5.357 0.195 0.030 0.007 0.003 0.000]
ArcGlIS Server Map Cache |Vector PNG 0.1 1.786 0.065 0.010 0.002 0.001 0.000|
ArcGlIS Server Map Cache [Vector+image [JPG 0.3 5.357 0.195 0.030 0.007 0.003 0.000l




Operation Capacity Calculator

- OperationCapacityCalculator.xlsx

Benchmark input:

Response Time (sec) 1.00|sec STy, XTH, x 100 SpecRatePerCPU,

%CPU of Rt (enter 100 when CPU is Bl = 3600 X %CPU, SpecRatePerCPU,

used during the entire RT time) 90%
CPU Service Time (sec) 0.90|sec Users, x 3600
Mb/ArcSOC process 0.00 e
Mbits/tr 1.50| Mbits/tr RT, + Think,
SpecRate,PerCPU 40 :
| Mbps, = TH, x Mbitsptr, |:!
Target solution input: 3600
Users 10.00|users ST—Service time
Think Time (sec) 0.00|sec RT - Response time
SpecRate,PerCPU 40 Q - Queue time
%CPU 90|% #CPU - Number of CPU cores
TH, 36,000|tr/hr %CPU - Percentage of CPU utilization (Typically a target threshold is set between 85% and 95%.)
TH - Maximum throughput
Output: Think - Assumed think time (sec.) between transactions

HCPU, 10.00|CPU cores Users - User load
Mbps 15.00| Mbps b (subscripted)}—Benchmarked inputs

user required input

t (subseripted)—Target outputs
SpecRate—SpecRate CINT 2006 benchmarked system (See http://www.spec.org/cpu2006/results/cint2006.html.)

Fundamental Laws
http://www.cs.washington.edu/homes/lazowska/gsp/Images/Chap 03.pdf



OperationCapacityCalculator.xlsx

Workflow Capacity calculator
Utility Network example

-« WorkflowCapacityCalculator.xlsx

users
client rendering (% of RT)
AGS ST CPU (% of RT)

100
0%

85% DO NOT EDIT

1. Calculate Workflow throughput based on the number of active users and the frequency at which they perform work:

ActiveUsers,
TH iton == E - :
Y WorkflowDuration, HVorkflowPacing

. ActiveUserst—the number of users in the Peak Planning Period that are engaged in the Workflow at the rate described by the Workflow Pacing.

+  WorkflowDuration,—the length of time it takes to complete a Workflow. See the formula below.

*  WorkflowPacing,—the interval between Workflows. In some environments, the interval between workflows may be zero. That would mean tha'

away. In other cases, even in the Peak Planning Period, there is a delay between workflow iterations to file paperwork, confer with colleagues, or f

time.

WorkflowDuration, = Y ((OperationRT, +OperationThinkTime,) x Occurence,)

This formula establishes the Workflow duration used in the calculation of the Throughput demand.

DB ST CPU (% of RT) 15% DO NOT EDIT
ID |Operation Name RT(sec) |Occurance |Think(sec) |(rt+think)*occ |TH tr/hr |AGS ST(sec) |DB ST(sec) |AGS cores|DB cores |Total cores
1 |New Version Window 0.60 1 6 6.60 178 0.51 0.09 0.03 0.00 0.03
2 |Create New Version 23.50 1 6 29.50 178 1998 3.53 0.99 0.17 1.16
3 |Navigational Bookmark 1192 1 10 2192 178 10.13 1.79 0.50 0.09 0.59
4 |Pan & Zoom 2.11 20 6 162.13 3555 1.79 0.32 1.77 0.31 2.08
5 |Select By Attribute 3.40 2 30 66.80 355 2.89 0.51 0.29 0.05 0.34
5 |[Trace 20.00 2 10 60.00 355 17.00 3.00 1.68 0.30 1.97
5 |Pan & Zoom (cache) 0.00 5 6 30.00 889 0.00 0.00 0.00 0.00 0.00
6 |Edit 1: Create PriResidentialUG / Transformer / Meter 385 10 30 33847 1777 3.27 0.58 1.61 0.28 1.80
7 |Pan & Zoom 2.11 5 6 40.53 889 1.79 0.32 0.44 0.08 0.52
8 |Pan & Zoom (cache) 0.00 15 6 90.00 2666 0.00 0.00 0.00 0.00 0.00
9 |Edit 2- Create PriResidentialUG / Transformer / Meter 385 10 30 33847 1777 327 058 1.61 028 1.90
10 |Pan & Zoom 2.11 5 6 40.53 889 1.79 0.32 0.44 0.08 0.52
11 |Pan & Zoom (cache) 0.00 15 6 90.00 2666 0.00 0.00 0.00 0.00 0.00
12 |Edit 3: Create PriResidentialUG / Transformer / Meter 3.85 10 30 338.47 1777 3.27 0.58 1.61 0.28 1.90
13 |Validate 831 2 15 46.61 355 7.06 1.25 0.70 0.12 0.82
14 (Save 0.42 3 6 19.27 533 0.36 0.06 0.05 0.01 0.06
15 |Close Pro 0.12 1 6 6.12 178 0.10 0.02 0.01 0.00 0.01

workflow pacing (sec) 1 300 300.00| 19196 11.73 2.07 13.80

workflow duration (min) 2876 avg ST 220 039

workflow duration+pacing (min) 33.76 DO NOT

TH workflow/hour 177.74

peration (e.g. "ExportMap”) to complete. This is calculated by System Designer based on the Sen
rastructure (or the “Stated Delay” that is stipulated).
een Operations. For example, with many Desktop workflows it is commonly assumed that users

le workflow, that a given Operation happens. For example, a Workflow might typically cause a mz

) Operation.

TH , = THworipiowx Occurrence:



WorkflowCapacityCalculator.xlsx

System Designer - what is it?
A tool for Solution Architecture design & .
© ArcGIS Explorer Desktop.

55 ArcGIS Mobile

55 ArcPad

o ArcGIS API for Silverlight
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System Designer output

Q System Designer - UC2015 - (AVWORLDAandr3665) Solution: << Default Solution > =

Home | Adminitration
[CINew % { ,J @Jj [ClApplications % Network Y ;L\)G % M Elj ﬂ er
LN ST | Lesoftware B Hardware e : it
Configure Models Tools Calculate Charts Excel  Models Hardware

5 Project
Open __ Templates. Map Dashboard Visio Reports ) .
(& Solutions. &) Sites % Workflows
Navigation ~ 0 X Templates | Map| Dashboard ** Visio | Reports
Project: UC2015 Capacity Model | Warkflows | Operations | Hardware | Network | Software | License and Cost
Error Service Type Wki/hr Active Users Pacing(sec) Load Factor % Op/hrCale Occ RiMax(sec) RtMax Calc(sec) Thi

4 (B Solutions - -
NS, 1= CapacityTestSampleWorldCity) Valid Config Madel Workflow Operation
4 [ Applications (2) & Users
@ Desktop Y | @ |web  |sampleworidCitt| @ |Mmap
3 Mabile
I @ Web
4 EBsites
© i) Data Center

| 79366 o| 0.00| o 7o3es| 1] 50| 013

-Ik-‘ll Users

Model Review | Model Assigned

Selected Model

Service Type: hNone Model Name: Nene

Modified Service Timelgec) CPU Queue (sec) CPU Cores Cale Medified Mb/Op Mbps Cale Network Queuefsec) Server Hardware
000 |Users-Deskt:

Model Function  Tier
| Web Browser| Client [e] 0.000| 000 O | oooof 000]
@ |Map Service |GIS Services| L) 0.120] 0013] 250 O | | 000] 000] ¥ |Data Center-
i3 System Designer - UC2015 - (AVWORLD\andr3665) Solution: << Default Solution > >
——
Home Administration
[ New == it e [ Applications %:; Network 0
. By & =] B % = e
Project d &4 Software ¥ Hardware
Open __ b Templates Map Dashboard Visic Reports . - Configure Models Tools Calculate Charts  Excel Models Hardware
L&z Solutions &l Sites 7 Workflows
Navigation Templates|‘ Map ' Dashboard ’ '\l’isio|‘ Reports
- apaci ode orkflows erations | Hardware | Netwaorl oftware | License al ost
E Project: UC2015 Capacity Model | Workfl Op Hard Network | Software | L nd C
4 [ Solutions ) _ - -
4 (¥ '[& CapacityTestSampleWorldCity Capacity Role Vendor Model 05 Virtual Calculate CPU Cores Util % Max Util % SpecRate/Core  CPU Cores Cale C
4 [ Applications @ & Data Center
QDesk‘top L ] Desktop |Esri Generic System Vendor 05 0| 00.00 80.00 30,00 0.00
5 Mabile Windows Server 2008 R2 64-bit @
@) Web @ 3
——. ]
4 BSites | @ |Desktoplesi  |Generic System Vendor OS o| oo.00 50,00 30,00 0.00
£ [ Server  |Dell Inc. |PowerEdge R210 11 {Intel Xeon E3-1280V2, 3,60 GHz) | Windows Server 2008 R2 64-bit b 4| 00.00 &0.00 42,00 0.00

| E Data Center

| -':"I;‘QI Users




Process, Tools, Value




Process and tools
Esri tools

L ArcGIS
Monitor

e ubisaq wajsAs




Process and tools

Esri tools

O System Designer

User Load Capacity
CPU% models

¥ . ArﬂGls Ml}ﬂitﬂr C\Isﬁtem TEﬁt
{/\ and Log Parser Performance Tests @




Tools download location

- ArcGIS Monitor
- https://my.esri.com/

- Others
- http://www.arcgis.com

- owner:Enterpriselmp

- Show ArcGIS Desktop Content

ArcGIS

FEATURES PLANS

Search Results

GALLERY MAP

Show

All Results
Maps
Layers
Apps

Faols

Files

Show ArcGIS Desktop Content
Related Searches

Find groups owned by
“EnterpriseImp”

HELP

6 results

@ System Designer

Open ¥ Details

Open v Details

@ System Test

Open ¥ Details

SIGN IN owner:EnterpriseImp

Relevance Title Owner Rating Views Date

System Designer

A comprehensive tool for designing and capacity planning of GIS solutions. It is developed by
Professional Services and it is a part of Professional Services consulting practice.

Desktop Application Template by EnterpriseImp

Last Modified: June 18, 2014

S ¢ (5 ratings, 10 comments, 2,601 downloads)

System Monitor (1.1.3)

System Monitor is a tool for monitoring and analyzing your enterprise GIS system. It is
developed by Professional Services and it is a part of Professional Services consulting practice.
Desktop Application Template by EnterpriseImp

Last Modified: June 30, 2014

Fokk (6 ratings, 18 comments, 2,619 downloads)

System Test

A performance and load testing teal designed spedifically for testing gis services and
applications. It is developed by Professional Services and it is a part of Professional Services
consulting practice.

Desktop Application Template by EnterpriseImp
Last Modified: July 4, 2014
S d ke (2 ratings, 8 comments, 1,848 downloads)

mxdperfstat

An ArcGIS Engine command line tool to diagnose typical mxd performance problems. Supports
ArcGIS 8.3, 10, 10.1, 10.2 versions.

Desktop Application Template by EnterpriseImp
Last Modified: December 20, 2013

JokJk (3 ratings, 0 comments, 1,290 downloads)

jo


https://my.esri.com/
http://www.arcgis.com/

Enterprise Implementation Maturity Model

Architectural
Design and

Capacity Planning

Performance and
Scalability Testing

Monitoring

Trend Analysis
and
Quantification

Yes
Yes
Yes

4 Yes

No
Yes
Yes

Yes

No
No
Yes

Yes

No
No
No

Yes



Tuning




Tuning methodology

Profile each tier starting from the top

Browser .
otal Response
o
v b

ArcGIS Server'

v. b

| AreSDE/DBMS
Retrieval Time




Fiddler

Fiddler measurement approximately 5.2 seconds

% Fiddler Web Debugger
File Edit Rules Tools View Help GET /bocok
) #3 Replay X~ b Resume | 4 Stream i Decode

Keep: All sessions + &% Any Process 34 Find Save |05 @ Browse - g Clear Cache
Web Sessions
Result Protocol Host  URL

localhost

[ ==

jarcais restfservices TestCaseOrade MapServer fexport?dpi =96 &iransparent=true &format=pngd&bbox=-183, 1605499645253¢

v@[lear(ache b TextWizard | [ Tearoff | MSDM Search...

@

[ << 1) statistics | 3 inspectors |, # AutoResponder |,(# Composer | [ Fiters | [=] Log| — Timelne
183. 1605493645259

TRANSFER TIMELINE
25 Is
ewq:-::rtg

]

)

]

L]



Mxdperfstat

http://www.arcgis.com/home/item.htm|?1d=a269d03aalc840638680e2902dadecac

Refresh
Time

(sec)

Item At Scale Laver Name

Recommendations

run DBMS trace, check oracle
execution plan: oral.IO=130936;
check if index exist for query def
attributes;

1(167.935.665 SDE. GridPoint

DEMS DBMS Source
LIO PI1O
130.936

run DBMS trace: oraCPU=4.74;

esriDBMS_ Oracle asakowicz, sdesoracleSasakowicz:1521/gis2 sde |esriGeometrvPoint

- a

Geography Graphics | Cursor

Features Vertices Labeling Phase Phase @ Phase BLL ) D
CPU LIO
(sec) (sec) (sec)
1,998 False 474 00 456 474 130,936
Laver Spatial
LayverType ; LayverQueryDef
y - Reference y y

GCS_WGS_1984 [ID<1000


http://www.arcgis.com/home/item.html?id=a269d03aa1c840638680e2902dadecac

Oracle Trace

SQL ID: 6p2Bxrgldfwdn Plan Hash: 567628948

SELECT U__4%.=t_SHAPES. U__45.0ID. U_ 4%.st_points.U__ 45%.st_numpts,
U__ 45 st_entity, . U__ 45 st_minx . U_ 45 . st_miny, U__ 45 st_maxx, U_ 45 . st_maxy,
U__45.st_minz.U_45.st_maxz,.U__ 45.st_minm,.U_45%.st_maxm,.U__45.st_areas.
U__ 45 . st_lenS.U__45_st_rowid
FROM

CSELECT h.0ID. b.GH.b.GY.b.ID.1 st_SHAPE:S .bh.SHAPE.points as st_points,
h_.SHAPE.numpts as st_numpts.bhb.SHAPE.entity as st_entity. b_.SHAPE . minx as
st_minxx,bh.SHAPE.miny as st_miny.b.S3HAPE.maxx as st_maxx.b.SHAPE.maxy as
st_maxy . b_SHAPE minz as st_minz,.h.SHAPE.maxz asz st_maxz_.b.SHAPE.minm as
st_minm,.bh.SHAPE.maxm as st_maxm.b.SHAPE.area as st_area®.bh.SHAPE.len as
st_len%.b.rowid as st_rowid FROM S3DE.GridPoint b WHERE
SDE.ST_EnviIntersectsC(h_SHAPE.:=1,.:2_.:3,.:4> =1 AND h.0ID HOT IN (SELECT =+
HASH_AJ =~ SDE_DELETES_ROW_ID FROM SDE.D45% WHERE DELETED_AT IN {(SELECT
l.lineage_3id FROM SDE.state_lineages 1 WHERE 1.lineage_name =
tlineage_namel AHD 1.lineage_id <= Istate_idl> AND SDE_STATE_ID = @) UNIOH
ALL SELECT a.0ID,a.GR.a.GY.a.ID.2 st_SHAPE:Y .a.SHAPE.points as st_points.
a.SHAPE.numpts as =st_numpts.a.SHAPE.entity as st_entity.a.SHAPE.minx as
st_minx,a.SHAPE.miny as st_miny.a.3HAPE.maxx as st_maxx.a.3HAPE.maxy as
st_maxy,a.SHAPE.minz as st_minz.a.SHAPE.maxz as st_maxz.a.SHAPE.minm as
st_minm,a.SHAPE.maxm as st_maxm.a.SHAPE.area as st_area%.a.SHAPE.len as
gst_len%.a.rowid as st_rowid FROM SDE.A45 a.SDE.state_lineages SL WHERE
SDE.ST_EnviIntersectsCa.SBHAPE,.:=5,.:6.:7,.:8> =1 AND <a.0ID. a.SDE_STATE_ID>
MOT IM <SELECT =+ HASH_AJ =~ SDE_DELETES_ROW_ID, SDE_STATE_ID FROM SDE.D45
WUWHERE DELETED_AT IWN <SELECT 1l.lineage_id FROM SDE.=ztate_lineages 1 WHERE
l.lineage_name = :-lineage_name2 AMD 1.lineage_id <= :tstate_id2> AND
SDE_STATE_ID > B> AND a.SDE_STATE_ID = SL.lineage_id AMD SL.lineage_name =
:lineage_name3 AND SL.lineage_id <= :tstate_id3>» U_45 WHERE <(ID{16888A>

query current

129581




Oracle Execution plan

Inefficient spatial index

lpt]ml*ﬂv mode : ALL_
arsing user id: 84
umber of plan statistics captured: 1
Rows <max)

1998
1998
1998
1998
129688

1998
1998
1778
1998
129688
a

L

[_

129688
5]
@

a
a
a
A
a
a
a
a
a
a
(5]
a
a
(4]
a
a
a
@
A

Soooossoosooooaoes

Saae®™

UIEW
UHI ON-ALL

HMESTED LOOPS

|

Row Source Operation

Ccr=131685 pr=8 pu=B time
Cer=131685 pr=@ pw= =)
ILTER <cr=131451 pr=0 pw=8 time
TABLE ACCESS BY INDEX ROWID GRIDPOINT le—ljldql pp-ﬂ pw=8 time=4
DOMAIN IHDEX <Sel: Default Undef ined? ﬂd? [¥1 <ecr=2817 pr=8 pw
HESTED LOOFPE < A pr=8 pw=8 time=4456 us size= =1 >

INDEX RAMGE H D45 _FPK < pr=H pw=B tim
INDEX UMIQUE SCAM LIMEAGES _PH <cr=8 pr=8 pu
ANTI <cr=154 pr=0 pu=0 time=2247 us
HESTED LOOPE <cr=154 pr=8 pw=B time=2243 usz cost=5 sizes
TABLE A 55 BY INDEX ROWID A4S <cr=154 pr=8 pw=8 time
BITHAP COMUERSION TO ROWIDS <cr=15%4 pr=H pw=H time
BITHAP AND <cr=154 pr=A pw=0 time=2232 us>
BITHAP COMUERSION FROM ROWIDS <cy=147 pr=0 pu=B time=4
S0RT ORDER BY <cr=147 pr=8 pw=8 e =451 us?
IMDEX RANGE SCAN A4S_STATEID_IX 147 pr=0 pw=A time=439
BITHHP CONUERSION FROM ROWIDE <cr=7 pr=0 pw=0 time=1768 us)
S0ORT ORDER BY <cr=V pr=8 pu B time=1768 usd
MAIN INDEX <Sel:
INDEX UMIQUE SCAN LIMEAC
UIEW PUSHED PREDICATE WUW_MS0_1 <
FILTER <cr=8 pr=8 pw=0 time=0 uz)
HESTED LOOPE <er=8 pr=A pu=0 time=0 uz cost=0 size=44
INDEX RANGE SCAN D45 _PH =0 pr=H pw=H time=H us co
INDEX UHNHIQUE SCAN LINEAGES _PK <cr=8 pr=0 pw=0 time=8

77 us cost B size=q45986 card=21)
o

55

l-l -y

Default = Undefined> AZ9_IX1_A <cpr=7 pp=
L _PH Ccr=8 pr=8 pw=8 t1m# B u ki
=8 pr=0 pw=A time=0 us



Testing




Testing Objectives

- Meet Service-Level Agreement (SLA)
- Bottlenecks analysis

- Capacity planning

- Benchmarking different alternatives



Testing process




Required skill set
Configuration, Tuning, Testing

Configu

ration




System Test for Web

GIS Test Automation

- ArcGIS Services
- Mapping
- Feature Service
- OGC
- Geocoding

B Image Service / Infrastructure \
- Network Analyst

- Geoprocessing
- Tile Cache

GIS Services

- Application Testing
- Discipline relevant report



Web test tools feature comparison

Tool

Load Runner

Visual Studio

JMeter

System Test

Cost Learning
Curve

High High

Medium High

High

OS Metrics

GIS Data GIS Test
Generation Automation

Windows

No No

Requires additional No No

plugin

Tech Support by Esri PS as part of consulting support



Demo: Dynamic Map Service

= e & 0

Hide Back Print  Options

= [ﬂ| Welcome
= ([ Getting Started
@ Introducing System Test Tool
= ([ Testing ArcGIS Services
E Cynamic Map Services Benchr
E Cluery Map
E Feature Access (Editing)
2] Identify
2] wrFs
2] wcs
2] wns
2] Geocoding
2] Image Services
2] Network Analyst
E (Geoprocessing
2] Tile Cache
2] Rerun a Previous Load Test
@ Testing Application
Validate Results
@ Application Concepts and Compaong
@ Technical Concepts
@ Command Line Toal
@ Glossary

Dynamic Map Services Benchmark: Perfc

A load test is defined by a given map service and during this typ Wi

1. Learn how to add ArcGIS Server services and a data to t

2. Create a web test and a load test.
3. Run test and validate results.

In this tutorial, you locate a map service that is sourced to the SampleWorldCities dataset that comes included with ArcGIS Server. You identif
be able to run the load test.

Important: ArcGIS Server 10.1 or higher is required. Make sure the SampleWorldCities default map service that comes with ArcGIS Server is |

Scenario

Your supervisor is planning to publish 2 world map that allows users to view cities. They would like to know what performance metrics to expec

High Level Steps:

Create a project.

Add ArcGIS Server services.
Create test data.

Create web test,

Start load test.

h LA B W R

Validate results.



Demo - HAR

@ System Test Help

o i
Hide Back Print Options

Contents lmdex ]

= [ Welcome
@ Getting Started
3 Testing ArcGIS Services
= U Testing Application
[7] Create Custom Transactions

[7] Validate Results
@ Application Concepts and Components
@ Technical Concepts

[7] Command Line Tool

@ Glossary

Using HTTP Archive (.har) files with System Test

HTTP Debuggers like Fiddler and Firebug can allow the exportation of capture
System Test can take this file, import the recorded web traffic and create a \

The easiest way to create such a System Test Web Test is to just export all

Transaction in System Test. This may not be ideal and can make certain grot
recorded Fiddler traffic. These markers will tell System Test to put groups of

Creating HTTP Transaction Markers within Fiddler



System Test output

CPU ST/Tr

/1% SampleWorldCity1 |

SampleWorldCity1

0.160

0.140

0120

0.100

0.080

0.060

0.040

0.0z0

0.000

CPU ST/Tr vs. Step Load

P

s CPLI ST Tr @ ASAKOWICZ

18 19 20 21
12:00 17 July 2015
() Series Data
Visible | Counter Instance Category Computer legend Llast  Avg Min Max
W |user Load Total A\ |5cenaric 200|246 1.00 400
M _[% Processor Time Total 2 |Processor ASAKOWICZ| -=----- 6379 |435.2 1589 79.00
W] _|Transactions/Sec Total A\ [Transaction —— [2311 [1a50 0.00 231

Step Load


ST_SampleWorldCity1.PNG

Monitoring

MERERIEENEINES

SEE
WHAT
OTHERS
CAN'T



Agenda

- Motivation and audience

- Use cases

- Installation and Configuration
- Availability

- Alerts

- Usage

- Performance

- Root Cause Analysis (RCA)



ArcGIS Monitor: Why?

- Need end to end monitoring for effective diagnostics

- Standard monitoring tools:
- Focus on infrastructure only
- IT controlled
- No ArcGIS components
- Low success of ArcGIS troubleshooting
- Integrating “ArcGIS” has challenges and high LOE

Average cost of IT downtime is $5,600 per minute. Source: Gartner



ArcGIS Monitor: Why?

Optimize Your Enterprise GIS Deployments

&

- Customers require:
- Faster resolution time
- Better performance
- Lower cost of administration
- End-user satisfaction



ArcGIS Monitor Summary

Introduced January 2018

Timely metrics and analysis

Ubiquitous system monitoring for ArcGIS

% Processor Time

100, , =
%
80
70
60

50

¥ Root Cause Analysis Reports 05/17/2019 9:17 AM

907 AM

Simpact @ AnGIS

Simpact @ ArcGIS

1 Simpact @ Porl 05/17/2018
857 AM

Simpact @ ArcGIS

Set Time: Time Range:
Last Hour
Y Collection NYS DO v Y Reports.  Sources & Impacts by Time ¥
T Al .
Counter
Bin Type Tier Start Time EndTime  Min  Level Name Rule Counter Instance
0 =impact ¥ Poral 051772019

Counter Type  Comments

.....

Proactive insights, alerting, and reports

Optimize the GIS environment

2uTTP

Request

0 899




The Monitored Environment
Growing in complexity

Dozens of components

Hundreds of discreet metrics
Which metrics are important?
Filter the signal from the noise

[/
[}
ArcGIS Monitor -:
!
\

Tailored for ArcGIS A

Non-invasive sampling
Minimal resource footprint

Conforms to the environment
Single or multi-datacenter

Web ArcGIS Pro users License Manager
Adaptor
. P
/, U4 ”/
y’ 4 PA -
s ll A BEBeE_am . .- o
ye”
Web /’ Hosting G Federated GeoEvent
Adaptor Server GIS Server Server
r ST rcGiSEnte
,’ ! /’
i L4 ,I II
N\ ‘\ ! Il ---------- 7 /
\\§:\- I"" ~~:-\.: ----------- ~~~¢I,
| @cc = = ~ ~
@ ~“~\ Relational & Tile S Relational \*\ Spatiotemporal
ArcGIS Data Store Database Data Store
Monitor



ArcGIS Monito

A Alerts 02/10/201

B ArcGIS Monitor

ArcGIS Monitor RCA  # Home @ Availability lerts |4 Categories ~  #Ste~  IReports v & API
¥ Root Cause Analysis Reports 10/17/2018 7:56 AM
Set Time: Time Range:
Today v 01712018 12:00 AM 101772018 7:56 AM ¥ Collection - |Demo T
P Pt o e st > Groups
[ © Use tis foot cause analysis report o categorize alerts o victims and culpits
e Group Tvpe category Start Time End Time Min  Level Counter Name Rule
16 = victim =2 101TROIG 5:10AM | 10/17/2015 5:20 AM 10 4 Grtical Find Sting NOT =1
= =victim £ 101712018 5:20 Al 10 A Crical Find String =0
o = Victim 2wy 101712018 5:20 Al 10 0 Warning Content Length < 40000
= victim @ we 10172016 5:20 AM 10 © Warning JSON Enor Gode >0
o =victim (22" 10172015 5:20 Al 10 4 Grical Find Sting NOT =1
R = Victim 0Pertl 101712018 5:20 Al 10 A Crical Status Federation >0
o =victim 9rorml 101712015 5:20 Al 10 © Warning Log WARNING | >0
s =victm vroml 101772015 5:20 A 10 © Warning Log-SEVERE >0
= victm @A 101712018 5:20 Al 10 © warning Log-CRITICAL >0
=victim @A 10172015 5:20 Al 0 © Warning Log-SEVERE >0
= victim @A 10172015 5:20 A 10 © Warning Log ERROR >0
=victim SR 101712018 5:20 Al 10 © waring Waming >0
= Victim [SESE— 101712018 5:20 Al 10 A Grtcal Count Total =
= victim Chfastctre 10172016 5:20 AM 10 4 Grtical CountTotal =0
=victim Cnfrsinete 10172015 5:20 Al 10 © Warning Enor >0
£ culprit @ Anccns 101712018 5:20 Al 10 A Grtical Portalfor ArcGIS =

Alerts

9 3:38 PM

Sat 8/19/2017 5:15 PM
A arcgismonitor@esri.com
ArcGIS Monitor Alert: AZHGIS

AZHGIS Support

@ i there are problems with how this message is displayed, click here to view it in a web browser.

ArcGIS Monitor Categories > Geolnfo  # Home.

o World

Set Time: Time Range:
© ¥ 1P Location
Today v 0211072019 1200 AM 0210201933500 AreGIS Monitor Account: AZHGIS B,
[ ot
T Level ¢ A Criical: 7 Warning: 58 @ Info 10 Name Category Counter Instance Value H S01- 1k
T St ¥ AOpen 7 ¥ @Ciosed 66 | [
'ebAppPRD lext Response Time(sec) IAGFDParcelsPRD 26.761( s
] Category % Last Alert & Collection % Level & [ oefaut
1 o Infastructure 02/1072019 11:02 AM Demo A\ Critical [ebAppPRD lext Response Time(sec) [Validation 27.0871
2 @ ArGIS 0211012019 11:00 AM Demo A Critical L _ 1
,
3 L Infrastructure 02/1072019 8:33 AM Demo A Critical @ Closed 0:30 [ 1 ArcGISGeoEvent =0 10.0.3.154
4 infrastructure 0211012019 7:19 AM Demo A Criical | @ Closed 0:15 3 1 ArcGIS Data Store 10.0.3.202
5 L Infrastructure 02/1072019 6:15 AM Demo A Critical @ Closed 0:15 3 1 ArcGIS Server =0 10.0.3.27
6 infrastructure 02/10/2019 5:16 AM Demo A Criical | @ Closad 0:15 3 1 Portal for ArcGIS 10.0.3.184
7 EDatabase 02/1072019 1:10 AM Deme A\ Critical © Closed 09 9 1 Code >0 Validation

Alert

>

Reports: |Culprils & Victims by Time v

Instance
Portal for ArcGIS Healln
Portalfor AreGIS Healln
Gountres_Sal_Egdb_Draw
Gountries_Sal_Egdb_Test
Countres_Sal_Egab_Test
Summary

Summary

Summary

Summary

Summary

Validation

100323

ArcGISPoral

posigres

10.0.3.184

1003184

S

Name
Portal for ArcGIS Healln
Portal fo AreGIS Healln
Gountries_Sal_Egdb_Draw
Gountries_Sal_Egab_Test
Countries_Sal_Egab_Test
Porta for ArcGIS

Porta for ArcGiS

Portal for ArcGIS

Hosting Serier

Hosting Server

AIGGIS GeoEvent Server
WinEvent: AGM
10.0.3184-ArcGISPortal
1003 184 posigres
WinEvents: Portal

WinService: Portal

Counter Type
[cg:™)

[c3-13

PHep

& Hip

@ty

99rtal

9pertal

9 Pomtal

@ xS

@ axcis

/2 Ext - ATcGIS GeoEvent Extension
< Bxt - WinEvent

& Process

9 Frocess

<> Ext- WinEvent

< Ext- WinSarvice

Ll IPs -
Rank % I Country
1 9951% 1990262250  Unted States
2 025% 126484138 | UntedStates
3 025% 52232107160  Neterlands

Notes

Found negafive search sting
Cannot find search stiing
Invalie map

JSON Ener in response body.
Found negative search sting
Status Machine

Portal Emors

Portal Erors

ARGIS Ertors

AreGIS Ertors

GeoEvent erors

Process nof running

Process not running

Senvice not running

onitor.esri com:443 / Logout

als: 406

Region ¢ Requests ¢
[ 404
cA 1
o7 1



What is monitored?

Health
Performance

Usage

Software @

Services

&

Hardware

Health Checks
Log Entry
Usage Statistics
Configuration
Security

Response Time
Busy Time
Throughput
SOC Usage

CPU
Memory
Disk
Network
Events



oA ArcGIS Monitor  Alerts ~ # Home — @Availabiity |l Categories v ©§Site v [3 Reports @ Help

A Alerts 05/19/2018 1:04 PM

Set Time Range: Time Range:

-
P Collection | ( All Collections ) v | P Counter Name® | ( All Counter Names ) v
05/01/2018 12:04 AM
P Category. ( All Categories ) v P Names: ( AllNames }
05/19/2016 1:04 PM
P Level: # A Critical 3 ) ©waming: 127 ¥ @ Info 3 P Monitor Service: ¥/ Data not collected: 55
° L] - Status: ¥ A Open 18 ¥ @®Closed: 115 > Logs: ¥ 0 Logs Severe 5 ¥ © Logs Waming: 5
- Collection
D Last Alert 5 - Level = Status ¥+ Hours ¥ Count ¥ Groups + Counter Name ¥ Rule & Counter Instance ¥
r 1 05192018 1:04 PM | Dev waming A Open 1,274.40 68,493 1 Response Time(sec) >0 o
oM ArcGIS Monitor  RcA  # Home @ Availability : g E : &8
- e r S 2 0519/2018 1.04 PM  Prod @ Info A Open 339.34 13.429 1119 Information | > 0 eslsrvd
IF Root Cause Analysis Reports 10/17/2018 7:56. 3 0519/2018 104PM Dev Waming A Cpen 4395 1,830 1 Test RuncCompleted >0 Test Runc Completed
- setmime Time Range 4 0519/20181:04PM  Dev waming A Open 4397 1831 1 TestRuns >0 Test Runs
- Root Cause Analysis (RCA f
5| 0519/2018 12:57 Prod Waming @ Closed 29.67 3,459 1,733 Log-WARNING >0 Summary
PM
© Use this root cause analysis report to categorize alerts inte victims and culp
Groun Tyme Category Start Tme 5 0;;1 9/2018 1257 | Prod Waming @ Closed 2967 3,459 1,733 Log-SEVERE >0 Summary
. 16 = Victim Wb 10A72018 5:10 AM B
L] . F s 7 0519/201812:56  Dev waming A Open 1,276.62 5,132 1 JSON Error Code >0 Code 500
£ Web PM
& Web 8 05/19/2018 12:54 Prod 6 Info & Closed 132.47 1,735 868 Information >0 jamess
A a1a & Wb wrirrzs 53 10 4 Gneal Hng stngNO1 =1 Gountries_sal_egap_lest Counines_sql_egan_est [E Found negatie search sting
- V al a I I y QPortal 1011772018 5:20 AM 10 A Critical Status Federation >0 Summary Portal for ArcGIS @Portal Status Machine
9 Portal 10/17/2018 5:20 AM 10 Warning Log-WARNING >0 Summary Portal for ArcGIS @ Portal Portal Emors
@Porl 10/1772018 5:20 Al 10 © Waming Log-SEVERE >0 Summary Portal for ArcGIS @Rorul Portal Enors
@arcE 10/1772018 5:20 Al 10 © Waming Log CRITICAL >0 Summary Hosting Server @ancrs AreGIS Errors
- er O r I I l an C e @ ArGls 10/1772018 5:20 AM 10 © Warmning Log-SEVERE >0 Summary Hosting Server @ ArCls AICGIS Errors
@ ArcGIS 10/17/2018 5:20 AM 10 Warning Log-ERROR >0 Validation ArcGIS GeoEvent Server <> Ext - AreGIS GeoEvent Extension GeoEvent errors
el Infrastructurs 10/17/2018 5:20 AM 10 Warning Waming >0 10.0.3232 WinEvent AGM <f» Ext - WinEvent -
Dnfrastructure 10/1772018 5:20 Al 10 A Critical Count Total =0 ArcGISPortal 10.0.3.184-ArcGISPortal o Process Process not running
- Usage = e e
G Infrastructure
1 Culprit @ ArcGIS
L) a . e - -
L4 . ArcGIS Monitor Availability =~ # Home A Alerts Ll Categories ~ 8 Site ~ Reports @ Help

@ Availability 05/19/2018 12:40 PM

O 1

(100 - 99%)

- errors analysis
- customization

A1

(< 99%)

SRV7 Collection Time (sec)

h Fesohmon reakome vatis o coRscton ierval whes

108

A ArcGIS Monitor A

# Home  OPAvallablly & Mes If RCA LM Colegories ~ G Sile =

— Set Time Range: Time Range

A Log View  Start: 03/03/2019 12:00 AM End: 03/07/2019 4:00 AM Number of Records: 29

05/01/2018 12:40 AM 05/19/2018 12:40 PM

B Colection: Demo Name: AWS ALS Counter Name: OtharRequests | Downioad
Bu oas|
o LoaTme & Cooe ® Prvase ¢ seconss & Cchentie 3 o= e ® Al <100%
T T e — O IGLZIS1  hip agnemo p oot 1531308521 usaseh-1 o amazenas com 443 o- o
2 OMGZO1S330PM 598 Mebeotk Connect Tensout o 738307 180,135,169 204.143.443 O o Collection
. . @ ‘a0, oy, - . - R
3| OMMIHO2M M 990 | Nebrok Conmest Timeost ] 0220804 e e, : =" ID Status  Availability (%) < : Duration (hrs) Availability (hrs) Non Availability (hrs) Coverage (%)
4 030E72015 11:05 AM 599 Network Connect Temeoul 0 6624020534 L v
2 5 B
5 0I0GR0N9IOZ5AM 599 Nebwork Connect Tenacut 0 105209012 . P e 1 A 25593 Dev 444 11363 330.37 98.46
& 0MISZOISTSSAM 539 ebeork Conmect Temeoul 0 1751285130 @ O
7 OMIGZOIS2ISAM 599 Nebeork Connect Teneoud o 178323380 99.891 Prod 444 44352 0.48 9875
§  0MOSZOIS140AM 595 Nehvork Conmect Temeoul o 178323380
0M0SZ01S105AM 598 Neheork Conmect Temeout o 18816860203
10 DIUBA0IS 1Z4SAM 599 Meeork Cannact Tenecut 0 1419681185
11 DIDRZ0I91Z4SAM 53 HebeorkCanmect Teneout o 21221168178 0-prd-pub-alb- 1531308527 us.easi-1 el amazonauws com 443
12 0601 12404M 599 Nebeork Connect Teneout o 176323380 1740
13 03082018 12304M 539 Nework ConnectTemeout o 1ursan 18 T —
16 ONDSROI9SOEM 595 Heheork Cannect Teneout 0 461612181 hiiagndemoprd
15 OBUSZOISE25EM 599 Nebwork Connect Tenacut 0 61612151 nmoiagmaemo-pra-pum-ai- —y



Why Monitor: GIS Administrators and Managers

- Seek to optimize system utilization and performance
@ ArcSOC Optimizer analyzes for efficient configuration

- Must quickly detect, diaghose, and resolve issues as
they arise

@ Proactively detects issues via Alerts and Root Cause
Analysis

- Enable users to implement ArcGIS, plan for the future
@ Continuously monitors the entire system



Who is it for and what is the value?
Optimize your Enterprise GIS

Administrators

Detect, diagnose, and resolve issues with availability, configuration, performance and
usage

Gather actionable, quantifiable operational metrics and usage trends over time

Managers

Increase communication among GIS and IT staff and senior management

Reduce administration costs

Users

Improve end-user satisfaction



Use case: degraded feature service performance

M ArcGIS Monitor  Alert Vie # Home  @Availa RCA  Lai Categories ~ fte ~  @Reports v @Help

) A Alert View 05/23/2019 3:58 PM
057232019 2:47 PM B || 05232019 4:47 PM =1 nn mm

Response Time(sec)

ltem Details
@ Chart Resolution: real-lime value at collection interval when guery less than 12 hrs

- Root Cause Analysis — high CPU : . |

4.5 »
N
4 1 1 1 . * Name: Hosted Service Test
.
. . .
] 1 (l 1 Last Alert: 05/23/2019 3:47 PM

35( & ¥

5 Y ! N 1 4 Category: (£ Web

|
25 Type: (' Hitp
. . .
- Raw metrics confirm analysis :

15 Counter Category: Url

1 Counter Instance: Hosted Service Test
05

DD 0 G 0 0 0 0 0:

S, bz, 572, 2, 2 522, 5, 92,
3 &7 & 3 37 3
H0rg, ) %2054 "2, 0 “org., org., sy,
d £

- Options for resolution “

O Statistics: both chart and table reflect true stafistics like min, max, percentile

Category Min  Avg P50 P90 P95 P99 Max Interval(sec) Samples Coverage %
Item % * Counter + Instance % = + P52 & = & * +  Sum % % + *
Hosted Service un Response Hosted Service 0140 2165 0140 2200 4200 4400 4800 48300 155.900 60 72 100.000
Test Time(sec) Test

& emcs_viewer@monitoring-emcs.esri.com:443

W Version: 10.7.883




Simple use case

Section Subhead




Problems: Points “ ” from a map
First noticed around 7 am

Home v California_Test Hosted Service

[3 Details + Add ~ l aa Basemap | £ Analysis Bl save v+ ©®2 Share = Print = | @ Measure ﬂ!] Bc
—J4 R G-PA=HA LS

=1
z \
. Grand Terrace )
=] = §  Gramd Ter, »
0 . + SIOE !
~—L~f- pu—— -
Contents ﬁ} i e A j

California Test Hosted Service

- Geocoding Result A diral
r—
California Test Hosted Service H O Valley
O - Pla WiHT# Area
California Test Hosted Service
- GolfCourses '
- o Subnet ] i
hE AR E| - 1 ;
1 California Test Hosted Se N :
% - ateway |y » H
< i i
b e — R 1 a
! g : P arch A Cloud . ROGW | 3 o : roGIS Monitor §
California Test Hosted Service _,/ _ Woodcrest Resery (i (e ' er Frects Merter |
- Airports \Baee P :
i ﬂﬂm + i
L 1
> - . \ I ‘ore ' i
[] California Test Hosted Service 5= acmin : — :
- Volcanos : Lale i| Arcois server  iReletional and Addon |
V 0 2 "-""ﬁ. ws I
M California Test Hosted Service O Rd—
~aldw

Load

Balancer

Firewall




Select RCA for this time range

Analyze Sources and click on Log error messages

ArcGIS Monitor

RCA Home

@ Availability

A Aleris

|l Categories

£ Site ~

1 Reports ~ =5 AP| @ Help

|= Root Cause Analysis Reports 10/17/2018 10:29 AM

Set Time:

Time Range:

10117/2018 12:00 AM

10/17/2018 10:29 AM

€ Use this root cause analysis report to categorize aleris into victims and culprits

Group Type
19 = Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim
= Victim

IZ Culprit

Category

& Web

& Web

& Web

¥ Portal

9 Portal

@ ArcGIs

@ ArcGIE

@ ArcGIE

@ ArcGIs

@ ArcGIs

o Infrastructure
o Infrastructure
o Infrastructure

@ ArcGIS

Start Time

10/17/2018 7:10 AM

End Time
10/17720158 7:20 AM
101772015 7:20 AM
101772018 7:20 AM
1017720158 7:20 AM
10/17720158 7:20 AM
10/1772013 7:20 AM
101772018 7:20 AM
101772015 7:20 AM
1017720158 7:20 AM
10/1772013 7:20 AM
1011772013 7:20 AM
101772015 7:20 AM
1017720158 7:20 AM

10/1772018 7:20 AM

P Collecfion - |Dem0

P Groups: | 19 v |
Level Counter Name Rule
© Warning Find String =0
© Warning Find String NOT =1
O Warning JSOM Error Code >0
A Critical Status Federation >0
© Warning Log-WARNING | =0
© Warning
O Warning Log-SEVERE
O Warning Log-ERROR
© Warning Log-WARNING
© Warning Log-ERROR | =0
A Critical Count Total =0
A\ Critical Count Total =0
© Warning Error >0
A Critical ArcGIS Data Store =0

Instance
California_Test_Hosted
California_Tesi_Hosted
California_Test_Hosted
Summary
Summary
Summary
Summary
Validation
Summary
Validation
ArcGIEDataStore
posigres
10.0.3.202

10.0.3.202

v | > Reports: [Culprits & Victims by Time v | [l aa

Name
California_Test_Hosted
California_Test_Hosted
California_Test_Hosted
Portal for ArcGIS
Portal for ArcGIS
Hosting Server
Hosting Server
ArcGlS GeoEvent Server
Hosting Server
ArcGlS GeoEvent Server
10.0.3.202-ArcGISDataStore
10.0.3.202-posigres
WinEvent: DataStore

WinService: DataStore

Counter Type
(& Http
[ Http
& Hetp
¥ FPortal
@ Portal
@ ArcGIS
@ ArcGIE
<> Ext - AreGIS GeoEvent Extension
@ ArcGIS
4+ Ext - AreGIS GeoEvent Extension
o Process
4 Process
4> Ext - WinEvent

4 Ext - WinService

Notes
Cannot find search string
Found negafive search siring
JSOM Error in response body
Status Machine
Portal Errors
ArcGIS Errors
ArcGIS Errors
GeoEvent errors
ArcG1S Emrors
GeoEvent errors
Process not running

Proceszs got running

Service nof running



Analyze error message

ArcGIS Monitor

Alert View

# Home

@ Availability

A Alers |dd Categories ~ of Site ~ [ Reports @ Help

A Log View End: 10/17/2018 7:27 AM  Start: 10/17/2018 3:20 AM Number of Records: 65

+ Collection: Demo Mame: Hesting Server Counter Name: Log-SEVERE Counter Instance: Summary

1D

10

QTime =
10172018 7:20 AM
10172018 7:20 AM
10172018 7:15 AM
1072018 7:15 AM
10172018 7:15 AM
1072018 7:15 AM
10172018 7:15 AM
1072018 7:15 AM
10172018 7:15 AM

10172018 7:10 AM

-

Time =
101772018 7:15 AM
101772018 7:15 AM
101772018 7:14 AM
101772018 7:13 AM
101772018 7:12 AM
101772018 7:12 AM
10/17/2018 7:11 &AM
101772018 7:10 AM
101772018 7:10 AM

10172018 7:09 AM

Code =
9000

-1

9000
9000
9000
9000
9000
9000

9000

-

Type =
SEVERE
SEVERE
SEVERE
SEVERE
SEVERE
SEVERE
SEVERE
SEVERE
SEVERE
SEVERE

-

Count/interval = Machine = Method Name =
10.0.3.27

GOEE ValidateServerDataStore Execute

1 10.0.3.27
1 10.0.3.27
1 10.0.3.27
1 10.0.3.27
1 10.0.3.27
1 10.0.3.27
1 ECZAMAZ-NITEOEE ValidaieServerDataStore Execute
1 10.0.3.27

Connection to 10.0.3.202:9876 refused. Check that the hostname and port are comrect and that the postmaster is accepting TCP/IP conne

-

Message =

Connection 10
Connection to 10.0.3.202:9876 refused. Check that the hestname and port are comrect and that the postmaster is accepting TCP/IP connectic
Connection to 10.0.3.202:9876 refused. Check that the hostname and port are comrect and that the postmaster is accepting TCP/IP connectic
Connection to 10.0.3.202:9876 refused. Check that the hestname and port are comrect and that the postmaster is accepting TCP/IP connectic
Connection to 10.0.3.202:9876 refused. Check that the hostname and port are comrect and that the postmaster is accepting TCP/IP connectic
Connection to 10.0.3.202:9876 refused. Check that the hestname and port are comrect and that the postmaster is accepting TCP/IP connectic
The connection property set was missing a required property or the properly value was unrecognized. Instance not available on server

Connection to 10.0.3.202:9876 refused. Check that the hestname and port are comrect and that the postmaster is accepting TCP/IP connectic



I |Navigation

W Local Data Source

Mame

4 Local Data Source

4 AWS
4 EMCS Monitor Demo

@ agmdemo-RDGW
(' ArcGIS Datastore
o ArcGIS Monitor
@ ArcGIS Server
@ Hosting Server

© Portal for ArcGIS Ser...

© erm

aDasthard

ﬁWeIcome

Investigate “Source” machine

(%) ArcGIS Datastore

@ Portal for ArcGIS Server

@ArcGIS Monitor

. Services

File Action View

L Al lERER

Help
= HEom »®nw

* . Services (Local)

. Services (Local)
ArcGIS Data Store

Start the service

Description:
Enables the hosting of ArcGIS Data
Store

~

Name
G ActiveX Installer (Axinst$
&k Alloyn Router Service
& Amazon SSM Agent
&k App Readiness

G Application Host Helper
&k Application Identity
£k Application Information

1C) Application Layer Gateway ...

‘.‘!' Application Management

G AppX Deployment Service (...

£* 1 ArcGIS Data Store
1C) ArcGIS GeoEvent Gateway
1GL ArcGIS GeoEvent Server
-5;'*; ArcGIS Server

{C1 ASP.NET State Service

1€} Auto Time Zone Updater
1GL AWS Lite Guest Agent

-S;*;Bacltgrcund Intelligent Tran...
~.2'_*; Background Tasks Infrastru...

P Rara Gilbasinm Enmina

«

Problem: ArcGIS Data Store
service not running.
Restarting service throws
logging error.

Provides su...
Processes in
Provides i
Enables the ...
ArcGlIS Geq
ArcGIS Geo..)

Enables the ... Manual
Provides su... Manual
Automatica... Disabled
AWS Lite Gu... Running  Automatic
Transfers fil... Manual
Windows in... Running Automatic
Tha Bara Bl Dinnina  Asdamatir




Resolve: correct password and start ArcGIS Data Store service

I INavigation 1 x &3 pashboard ﬁWelcome @Arcﬁls Datastore @ArcGIS Monitor
@ Local Data Source 3 . _
Z Services — a X
Name
y Local Data Source File Action View Help
A AWS s m =2 HEE| penn

4 EMCS Monitor Demo

() agmdemo-RDGW Services (Local) " Services (Local)
o ArcGIS Datastore ArcGIS Data Store Name " Description Status Startup Type Lo A
o ArcGIS Monitor i ) &k ActiveX Installer (AxinstSV) Provides Us... Manual Lo
() ArcGIS Server %;_Etat—?:hs:xfjce &k Alloyn Router Service Routes Alllo... Manual (Trig... Lo
() Hosting Server & Amazon S5M Agent Amazon 5S5.. Running Automatic Lo
() Portal for ArcGIS Server &) App Readiness Gets apps re... Manual Le
© erm Description: &L Application Host Helper Ser... Provides ad... Running Automatic Lo
Enables the hosting of ArcGIS Data &), Application Identi Determines ... Manual (Tng... Lo
Store it PP ty (Vg
& Application Information Facilitatest.. Running Manual (Trig.. Lo
f‘ Application Layer Gateway ... Provides su... Manual Lo
&k Application Management Processes in... Manual Lo
&k AppX Deployment Service (... Provides inf... Maznual Lo
e ArcGIS Data Store Enables the ...
£k ArcGIS GeoEvent Gateway ArcGIS Geo... Automatic Ae
f,‘ ArcGIS GeoEvent Server ArcGIS Geo... Manual Ae
-Q*; ArcGIS Server Enables the ... Manual Ae
£ ASPNET State Service Provides su... Manual MNe¢
£k Auto Time Zone Updater Automatica... Disabled Lo
&k AWS Lite Guest Agent AWS Lite Gu... Running  Automatic Lo
-Q}:Backgrc:und Intelligent Tran... Transfers fil... Manual Lo
&k Background Tasks Infrastru... Windowsin.. Running Automatic Lo
€} Raca Fikarina Frnina Tha RBaca Fil_ Runnina  Aubamatic 1R
< >
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Installation

https://enterprise.arcgis.com/en/monitor/latest/get-started/arcqis-

Get Started Ad

Home

Welcome o the ArcGIS Moniter

installation guide

v Step 1: Verify system
reguirements

ArcGIS Monitor system

requirements
Qbtain an authorization file

> Step 2: Plan your ArcGIS Monitor
site configuration

> Step 3: Install ArcGIS Monitor

> Uninstall ArcGIS Monitor

ministration Reports

GetStarted / Install ArcGIS Monitor / Step 1: Verify system reguirements

ArcGIS Monitor system requirements

ArcGIS Monitor Administrator and ArcGIS Monitor Server can be installed on individual machines

and have both shared and specific system requirements.

Operating system requirements

The following 64-bit operating systems satisfy the minimum operating system reguirements.
Support is not provided for 32-bit operating systems.

Supported operating systems Latest update or servics pack tested

Windows Server 2016 Stendard end Detacenter Update: April 2017

3
)
-

Windows Server 2012 R2 S1anderd and Datacenter Update: April 2017

Windows Server 2012 Standard end Datacenter

Update: Apri

monitor-system-requirements.htm



https://enterprise.arcgis.com/en/monitor/latest/get-started/arcgis-monitor-system-requirements.htm

ArcGIS Monitor Components and Functions

Monitoring Reporting

Q‘ ArcGIS Monitor :JL ArcGIS Monitor
. Administrator Bl — Server

ArcGIS Monitor ArcGIS Monitor
Service Server Database
(O}

MongoDB




Installation and configuration

- ArcGIS Monitor Server

1. Install MongoDB bin

2. Install server

3. Connect to server
ArcGIS Monitor Administrator

1.  Open Administrator

2. Register Collection

3. Add Counters

|l ArcGIS Monitor Services

ArcGIS Monitor Server
Connections

& Collection

Monitor Service

ﬁ Users

Counters

Alerts

ArcGIS Monitor Server

F
-JL ArcGIS Monitor
h

=) Login & Reset Password

https://www.mongodb.com/downl
oad-center?jmp=nav#community




Single machine deployment

Administrator

Monitoring Service
(windows service, 8000 or auto assigned port)

o @

Server
https://<hostname=:443 or configurable
Token Authentication , valid 24 hr

Ei Repository (MongoDB)
(port 27017 or configurable)

(%

ArcGIS Monitor machine
« A CPU cores

+ SGBRAM @
+ 50 GB Disk .

© / /
TR
S

l \
Https Odbc
ser) (token)) [Named user) ™

ecret
HttpjorHttps

& © U

Geodglabase

) Web Server ArcGIS Server gracle Argazon
Windows¥gerver Bl server

Target Environment



Distributed deployment

Administrator

Monitoring Service
(windows service, 8000 or auto assigned port)

o @

Server
https://<hostname=:443 or configurable
Token Authentication , valid 24 hr

(%

Repository (MongoDB)
(port 27017 or configurable)

]

ArcGIS Monitor machine
2 CPU cores
4GB RAM
1 GB Disk

Window:

GEMVEr

Q

Target Environment

R

Web Server

* 4GBRAM
* 50 GB Disk
One way
from monitoring service
to Server

Proxy Server

O

~

ArcGIS Monitor Server
= 4 CPU cores

AccesWySecret

Https Odbc -

{token)l (Named user) ™

HttpjorHttps

o |
Geodglabase

gfacle A
BUL Server

ArcGIS Server zon




@ Service/Administrator

Centralized deployment
Server




@ Service/Administrator

Distributed or hybrid deployment
Server




Configuration

Monitoring service




Review your solution(s) architecture

Examples

Web Adaptor

Portal
for ArcGIS

ArcGIS Hosting GeoEvent
Server Server Server

ArcGIS
Data Store
(relational + tile cache)



ArcGIS Monitor Gallery Overview Content

Q. Tutoriald X B Table = ViewCount  }{] Filter
Gallery: Tutorials and Videos
y - 1-160f 29
Title Modified Owner View Count ¥
How to get MongoDB @ - Feb1,2018 ArcGlSMonitorTeam 242
Tutorial - How to find ArcGIS Manitor documents @ «  Jan18,2018 ArcGlSMonitorTeam a9
Tutorial - Adding a System @ ++ Feb 19,2019 ArcGlSMonitorTeam 173
Tutorial - Adding a DB @ -+ Feb21,2019 ArcGlSMonitorTeam 142
Tutorial - Adding ArcGIS Server @ -+ Feb7,2018 ArcGlSMonitorTeam 108
ArcGIS Monitor Gallery Qverview Content Members @+ Feb21,2019 ArcGlSMonitorTeam 97
@ -+ Feb 19,2019 ArcGlSMonitorTeam 82
Q. video Ed Table = View Count |} Filter @ e Juni1,2018 et Mo Ten o
@ -+ Feb 21,2019 ArcGISMonitorTeam 62
1-160f19
@ -+ Jun27,2018 ArcGlSMonitorTeam 41
Title Modified Owner View Count ¥
How te get MongoDB @ - Feb1,2018 ArcGISMenitorTeam 242
ArcGIS Monitor Demo for Administrators @ ses  Jul2,2018 ArcGISMeonitorTeam &6
ArcGIS Monitor Demo for Managers @+ Jul2,2018 ArcGlSMonitorTeam 53
Add ArcGIS Serverin 10.6.1 @ -+ Jun27,2018 ArcGISMonitorTeam 41
Understanding Awailability in ArcGIS Monitor @ «+  Jul2,2018 ArcGISMonitorTeam 39
Add Http in 10.6.1 @ «+  Jun27,2018 ArcGISMonitorTeam 26
Adding ArcGIS Serverin 10.6.0 @ -« Jun27,2018 ArcGISMonitorTeam 24
Add Portal in 10.6.1 @ ++ Jun19,2018 ArcGlSMonitorTeam 23
Add System for Windows @ -+ Jan5, 2018 ArcGISMonitorTeam 21

https://arcgismonitor.maps.arcqis.com
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Gallery: Select required Extensions

ArcGIS Monitor Ga”ery Overview Content Members
Q, extensions B Teble = View Count  |{] Filte
1-16of 21

Title Modified Owner View Count

Esri Third-Party O5S_FOS5 Software Acknowledgements @& - Jand 2019 ArcGISMonitorTeam 63

ArcSoc Optimizer Add-on @ -+ Feb26,2019 ArcGISMonitorTeam 56

System Log Parser for ArcGIS Task Add-on @ - Feb4,2019 ArcGISMonitorTeam 52

Excel Report Task Add-on & -+ Feb4,2019 ArcGISMonitorTeam 32

System Log Parser for lIS Add-on @ ++ Feb4,2019 ArcGlSMonitorTeam 30

License Extension Add-on @& ++ Dec19,2018 ArcGISMonitorTeam 27

ArcGlS GeoEvent Add-on @ ++ Dec19,2018 ArcGISMonitorTeam 24

EgdbSQL Add-on @& ++ Feb4,2019 ArcGISMonitorTeam 18

551 Certificate Add-on (& ++ Dec19,2018 ArcGISMonitorTeam 17

File Read Write Add-on @ ++ Dec19,2018 ArcGISMonitorTeam 17

HAR Extension Add-on @ ++ Dec19,2018 ArcGISMonitorTeam 15

https://arcgismonitor.maps.arcqis.com
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Geonet series
https://community.esri.com/thread/231451-arcqgis-architecture-series-tools-of-an-architect

Architecture & Security
Geodata Engineering

Configuration &
Integration

Warkforce Development
Operational Support

clear selected

V THE BLOG

Implementing ArcGIS

|Type to filter by text

@ Engineering ArcGIS Series.
Tools of an Engineer

The Managed Cloud Services team in
Professional Services is pleased to
announce a new series that will be
highlighting various tools and best
practices for implementing ArcGIS
Enterprise using modarn
methodologies. &..

last modified by

skarra-esristaff

B Is Your System Architecture
Ready for ArcGIS 10.7.1 and...

As the Esri platform continues to
evolve, it is critical that erganizations
maintain a capable GIS system
architecture that will support new
GISAT capabilities and scale to
support growing user demand. There
are furt..

B Architecture & Security -
Events & Activities at UC 2019

Implementing ArcGIS  Architecture
& Security: Sessions & Aclivities The
User Conference has many
presentations and events with
hundreds of topics covered. To help
you find your way to alld

last modified by

How ccan i download
Prerelease License Manag..

Eilter by tag | Sort by latest activity: newest first v |

@ Infrastructure as Code (1aC)
with Terraform

What is Infrastructure as Code? What
is Terraform? Resources Providers
State Infrastructure Life-cycle
Creation Decommission What is
Infrastructure as Code? Taken
directly from M

created by
MHatcher-esristaff

oo Ho oo Y

B Implementing ArcGIS Track at
User Conference 2019

Implementing ArcGIS Track at UC
The User Conference has many
presentations and events with
hundreds of topics covered. To help
you find your way to all the sessions
and events about Implementing
ArcGIS successfu...

&

]

dified b

] 2019 Esri International User
Conference Suggested Eve...

Are you a GIS manager, leader or
other execulive headed to the 2019
Esri International User Conference
(UC)? | know it can be a challenge
creating your personal agenda for the
world's largest GIS conference, so ..

last modified by
ow-esristaff

3 Ko o0 S

[ Prerelease License Manager
Download

@ Options for Deploying
Desktops in the Cloud

As cloud adoption evolves from Web
GIS to full GIS deployments
questions continue to be raised such
as, “What about the desktops?”. That
is, when moving desktops to the
cloud, what technologies should be

H last modified by
o

a0 o o2

B Find us at UC - Guiding Your
Geospatial Journey

Guiding Your Geospatial Journey

Area  Expo Area Ground Level

Exhibit Hall A, SDCC Tuesday, July 9
0

ArcGIS Architecture Series:
Moving to the Cloud

The Architecture Practice team in
Professional Services is pleased o
announce this new series. The
ArcGIS platform is supported on both
on-premises of in a cloud
environment like Microsoft Azure or
Amazon W

last modified by
Ahmad,

= Considerations before moving
your GIS to the Cloud

@ ArcGIS Server/Portal Security

Now more than ever, there’s an
increasing need to secure our IT
infrastructure. Practicing good
security hygiene should be top of our
list as administrators. ArcGIS Server,
Portal and the various applications
de..

/& last modified by

B WFS or not DFS

| have a question about implementing
a highly available ArcGIS Enterprise
architecture. The documentation
states that Windows DFS is NOT
supported as a NASISAN. |
understand why multiple target DFSR
wouldn't be suppor..

last medified by

pbatley

= 2019 Esri International User
Conference GIS Manag...

If you're headed to the 2019 Esri
International User Conference and
are interested in sessions for GIS
Managers, here is a link to the GIS
Manager Track:
hitps/iuserconference2019.schedule.i
f

last modified by
mow-esristaff

o Mo oo

B ArcGIS Architecture Serles:
Tools of an Architect

ArcGIS Architecture Series: Tools of an Architect

& Discussion created by JBoyle-esristaff @ on Apr 1, 2019
Latest reply on May 22, 2019 by JBoyle-esristaff

Q Comment - 9

The Architecture Practice team in Professional Services is pleased to announce a new series leading up to the Esri User
Conference. We will be highlighting various tools and best practices for ArcGIS Enterprise implementation and tuning.

System design and architecture can some times feel daunting. As an ArcGIS Enterprise or ArcGIS Server administrator,
you may occasionally be faced with decisions for how to best optimize the services within your site for performance,
reduce wait-times, and eliminate service down times.

» EArcGIS Server Tuning and Optimization with System Log Parser - QOutlines configuring ArcGIS Server for System
Log Parser analysis and setting up System Log Parser.

* [E]System Log Parser - Statistics and Service Optimization - Outlines what specific fields to focus on for service

optimization and ways to tune services and the underlying data to optimize performance.

» [EWhat is eGDB Health - Egdbhealth is a tool for reporting on various characteristics of Enterprise Geodatabases
(eGDBes).

» [EUsing Egdbhealth to Evaluate a Geodatabase - This article discusses how to use the outputs of egdbhealth to
evaluate the health of an eGDB.
« *New** ElUsing Egdbhealth in System Design - The primary purpose of the tool is to evaluate the “health” of

eGDBes. However, the cutput can also be used in a system design context. This article addresses the system
design use case.

https://community.esri.com/community/implementing-arcqgis/content?filterID=contentstatus%5Bpublished%5D~cateqgory%5Barchitecture-

security%5D&itemView=thumbnail



https://community.esri.com/thread/231451-arcgis-architecture-series-tools-of-an-architect
https://community.esri.com/community/implementing-arcgis/content?filterID=contentstatus%5bpublished%5d~category%5barchitecture-security%5d&itemView=thumbnail
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o ArcGIS Monitor  Reports = License  # Home @ Availabiity

4 License Manager Reports 11/14/2018 5:33 PM

111472018 12:00 AM MH42018 5:24 PM
“ Use the License reparts o list the unigue users af a licerse
Category = MHame = License Name = License =
ArcGlS Deskiop  Awiation Charting Asronautical 1,800
AreGElE Desktop  Aviation Alrports AgronauticalB 1,800
ArcGlS Deskiop  Deskiop Advanced ARCINFD 3,200
Arci3|2 Deskiop  Business Analyst Basic Business 1,500
Arci3|2 Deskiop  Business Analyst BusinassPrem 1,800
Standard
Arci3|S Deskiop  Data Reviewsr CiataRe\iawer 1,800
ArcGlS Desktop  Defense Mapping Dafznse 1,800
Arci3lS Deskiop  Deskiop Standard Editor 1,800
ArcGlS Deskiop  Production Mapping Foundation 1,800

ArciG|S Deskiop  Geostafistical Analyst GeoStats 1,500



ot ArcGIlS Monitor  Reports = License ~ # Home @ Availability

4, License Manager Reports 11/14/2018 5:33 PM

1111472018 12:00 AM 11142018 534 PM
“ Lizs the Licernss reports io list the LML USETS al & licerss
Category = Hame = License Mame = License = User(s) =
Arci3S Deskdop | Awiation Charting Asronautical 1,600 5
ArcGlE Deskiop  Awiation Alrports AesnonauticalB 1,800 3
ArcGlS Desktop  Deskiop Adwanced ARCINFO 3,200 324
ArcGlE Desktop  Business Analyst Basic Business 1,600 a2
Arci3lS Desktop  Business Analyst BusinessPrem 1,600 14
Standard
Arci3lE Desktop  Data Reviewsr DataRe\iewer 1,800 a2
ArcGlS Desktop  Defense Mapping Cafanse 1,600 14
Arci3lS Desidop  Desldop Standard Editor 1,800 5
Arci35 Deskiop  Production Mapping Foundation 1,600 25

ArcizlE Deskiop  Geostatistical Analyst GeoSiais 1,800 28



oA ArcGIS Monitor  Reports = License  # Home  @Avsilabiity 4 Alerts  |F RCA L

Q, License Manager Reports 11/14/2018 5:33 PM

Set Time: | Today T Time Range:
1111472018 12:00 AM MHM42018 5:24 PM
[1]

Category = MName * License Name = License = Useris} =
ArcGlS Deskiop | Awiation Charting Aeronautical 1,600 3
ArciGls Desktop  Avistion Airports AenonauticslB 1,600 3
ArcGlS Desktop  Deskiop Advanced ARC/ANFO 3,200 324
Arc3l2 Dessdop Business Analyst Basic Business 1,600 a
ArcElE Deskdop Business Analhyst BusinessPrem 1,600 14

Standard
ArcElS Desidop  Data Reviewer CiataRe\iswer 1,800 33
ArcGlS Desktop  Defanse Mapping Ciafense 1,800 14
Arc51S Desidop | Deskdop Standard Editor 1,800 5
ArcG1S Desldop | Production Mapping Foundation 1,800 25

Arc5lE Dessdop Geoststistical Analyst GenStats 1,800 a8



License Percent Used

) Chart Resalution: hourly average when query greater than 12 frs

29.829,

25|

00 AM

anager License Parcent Used workflowMgrP 14,373 %— = ————

‘15|

1 Statistics: only table refiects true stafistics like min, max. percentile

ltem =

Licanse Managar
Lizenz= Managar
License Manager
License Manager
Licanse Managar
Lizenz= Managar

License Manager

License Manager

Licanse Managar
-

Category +
Licanse
License
License
License
Licanse
License
License
License

License

Counter =

License Percent Used

License Percent Usad

License Percent Usad

License Percent Used

License Percent Used

License Percent Usad

License Percent Usad

License Percent Used

License Percent Used

Instance ¥
deskiopAdvP
30Analy=stm
spatialAnalystP
dataReviewer™
datalnteropP
metworkAnalystP
geostaténalyst?
workfiowhigrP

smpEuropeP

23778

18.706

18.185

18.331

17.844

17.632

17.054

14.251

14.530

25.202
10.553
18.112
19.072
18.585
18.427
18.023
14.851

15.031

Time

23.000

12017

18.287

18,302

17.805

17.604

17.125

14.251

14.600

Pl =

24.604

18,181

18716

18636

18140

17.000

17.615

14.405

14.783

27.044

20.620

20147

20,341

10.671

10.540

19.266

15.802

15.781

28.554

20,825

20513

20,452

10.873

18.793

18.414

16.208

16.853

21.182

20.851

20.219

20073

18.838

16.514

16.183

20,820

21.533

21.162

20,851

20.219

20073

18.838

16.514

16.183

Sum ¥

Intervalisec)
2235240 3600
1750.739 3800
1720116 3600
1,716.488 3,600
1,570,530 3,600
1,852,404 3800
1,522.044 3600
1,328,575 3,600
1352782 3,600

Samples

5 85 8 88 8 8 8 8

100,000

100,000

100,000

100,000

100,000

100,000

100,000

100,000

100,000



ArcSOC Optimizer

U System Monitor Desktop

I File ~ & Remove 2 Test [# Config [ Logs

B & sicoJjjjjj+ Name:

H SystemMonitor -
ArcSOCOptimizer 30
B - -Dllector -
(27)
& Amazon (1) Type:
@ ArcGIS (2) ArcsSOC Optimizer
=DB(2)
B o Ext (8) Program: @
& Http (8)
¢ Portal (0) C:\System Monitor Desktopiresources\app\bimArcSOC OptimizenArcSOCOptimizer exe
& Process (3)
i RDP (0) Config: @
L System (1)
B £ Tasks () C:\System Monitor Desktopiresources\app\bimArcSOC Optimizericonfig30days_json
9 ArcGISLog
5 SiteUrl: @
ArcSOCOptimizer_es https:.-"_43.-"arr.gi5
2
ArcSOCOptimizerSz
DIIS « TokenUrl: @

D mongostats 4 https:.-"-43.-"aru:gi5.-"t0kens.-"generateTokens

‘D SMExcel



ArcSOC Optimizer

- Decrease or increase instances, based on:
- 1. historical usage
- 2. available memory and process count

O ArcGIS Server Manager m Site Security Logs

I Manage Services OGC Services KML Network Links Sharing
Editing: Site (root) > SampleWorldCities Help | Save and Restart | | Cancel
General
Specify Number of Instances
Parameters
Minimum number of instances per machine: 3
Capabilities - ) )
Maximum number of instances per machine: 5
. Specify Service Timeouts
The maximum time a client can use a service: 600 seconds
Caching
The maximum time a client will wait to get a service: 60 seconds

Item Description : ) . . :
= The maximum time an idle instance can be kept running: 180 seconds



Results & Benefits

- The results speak for themselves
- Vastly improved stability of ArcGIS Server
- Improved response times of services
- Staff time freed for other activities
- Happy WebGIS users!!!

Ex¢onMobil



System Log Parser and Egdbhealth

https://community.esri.com/thread/231451-arcqgis-architecture-series-tools-of-an-architect

ArcGIS Architecture Series: Tools of an Architect

@ Discussion created by JBoyle-esristaff . on Apr 1, 2019
Latest reply on May 22, 2019 by JEoyle-esristaif B}

[} Like = 17 () Comment * 9

The Architecture Practice team in Professional Services is pleased to announce a new series leading up to the Esr User
Conference. We will be highlighting various tools and best practices for ArcGIS Enterprize implementation and tuning.

System design and architecture can some fimes feel daunting. As an ArcGIS Enterprise or ArcGIS Server administrator,
you may occasionally be faced with decisions for how to best optimize the services within your site for performance,
reduce wait-times, and eliminate service down fimes.

« ElArcGIS Server Tuning and Optimization with System Log Parser - Outlines configuring ArcGIS Server for System
Log Parser analysis and sefting up System Log Parser.

« ElSystem Log Parser - Stafisfics and Service Oplimization - Qutlines what specific fields to focus on for service
optimization and ways to tune services and the underlyving data to optimize performance.

« [El'What is eGDE Health - Egdbhealth is a tool for reporting on various characteristics of Enterprise Geodatabaszes
(eGDBes).

« [ElUsing Egdbhealth to Evaluate a Geodatahase - This article discusses how to use the outputs of egdbhealth o
evaluate the health of an eGDE.

« ““New** g LIsing Egdbhealth in System Design - The primary purpose of the tool is to evaluate the “health” of

eGDBes. However, the output can also bhe used in & system design context. This article addresses the system
design use case.


https://community.esri.com/thread/231451-arcgis-architecture-series-tools-of-an-architect

@ ArcGIS Monitor Administrator

WFile~ @Remove PTest [ Config

# Config O Alerts (6) @ Help
B & site@localhost:444

B & pevao19

Counter: @ If alert selections are empty, click the Test button

B v test4
& Amazon 0
@ ArcGIS 0
DB O
Alert e:
< Ext 1 e
B FHup 1
D Dev2019Agenda
¢ portal 0 Validation Value:
& Process 0
& RDPO
J System 1
B Tasks 1 Configured Alerts
. . . 1
M O n Ito rl n g Se rVI Ce y Name Category  Instance Alert Category Alert Type Value
Response Code Url default-alert Warning ’ Greater Than . 399
JSON Error Code Url default-alert Warning v Greater Than . 0
Response Time(sec) Url default-alert Warning v Greater Than . 3
Response Time(sec) Url default-alert Warning v Greater Than v 30
Find String Url default-alert Warning Y Equal To . 0
Find String NOT Url default-alert

Warning v Equal To v 1

= Delete All Alerts # Set Default Alerts



D ArcGIS Monitor Administrator

BFile~ BRemove PTest [ Config

Mapping counters to architecture components B 1 Demo 34

B & amazon 1
Infrastructure: Administrator view D AWS

@ ArcGIS 2

ZEDBO
B ¢ Exto
D ArcGIS GeoEvent Server

AWS ALB
WinEvent: AGM
WinEvent: AGS
WinEvent: DataStore

Web Adaptor

ICENCINC NG

Portal
for ArcGIS

WinEvents: Portal

WinService: AGS

[CINC RG]

WinService: DataStore
D WinService: Portal

[ Http 6

@ Portal 1
ArcGIS HOSting GeoEvent B 2 Process 6
Server 1 Server Server D 10.0.3.202-ArcGISDataStore
10.0.3.184-ArcGISPortal
10.0.3.154-ArcSOC
10.0.3.232-mongod
10.0.3.184-postgres
ArcGIS 9 10.0.3.202-postgres
Data Store & RDP 0
B O system s

D 10.0.3.154

10.0.3.184
10.0.3.202
10.0.3.232
10.0.3.27

(CINC I C]

(relational + tile cache)

(CICICC]



Mapping counters to architecture components

Infrastructure: Server view

Web Adaptor

Portal
for ArcGIS

ArcGIS ' Hosting GeoEvent
Server Server Server

ArcGIS
Data Store
(relational + tile cache)

oM ArcGIS Monitor  categories

B '& pemo
® & amzzon
= 2 Process

£ % Processor Time
8 Collaction Time{sec)
£ Count Active

£ Count Idle

£ Count Tota

@ Private GB

& virtual GB

@ < 5L certificate

=) - System

2
® e
B e
¥
2

£ % Processor Time

£ %% Utilization Memary
£ % Utilization Virtual

£ Available Disk GB

8 Available Memaory GB
8 Collection Time(sec)

8 Committed Memory GB
£ Disk % Idle

£ Disk % Used

£ Network Received mbps
8 Network Sent mbps

£ Paging File % Usage

£ Paging File Fres GB

£ Paging File Usage GB
& virtual Memory Free GB

& virtual Memory Usage GB

» Windows Events

' WinEwvent: AGM
£ Code
& Collaction Time(sac)
£ Critical
£ Error
! & Information
€& Warning

') WinEBvent: AGS

WinEwvent: DataStore

NinEvents: Porta

i Windows Services

0 WinService: AGS
€ ArcGIS Server
€& Code

€ Collection Time(sec)

= Infrasfructure




9 ArcGIS Monitor Administrator

I Fie ~ & Remove P Test Ede

Mapping counters to architecture components o
& Site@localhost

ArcGIS: Administrator view B = pemo
B » Demo 34
& Amazon 1

B @ ArcGIs 2
Web Adaptor D ArcG-[S Server
D Hosting Server
l SEDBO
B «Exts
Portal ‘D ArcGIS GeoEvent Server
for ArcGIS 9 AWS ALB
D WinEvent: AGM
D WinEvent: AGS
D WinEvent: DataStore
D WinEvents: Portal
ArcGIS Hosting GeoEvent D WwinService: AGS
Server 7 Server Server D WinService: DataStore
D winService: Portal
 Http 6
B ¢ rortal 1
D Portal for ArcGIS
ArcGIS 2 Process 6
Data Store @ ROPO
_ _ L System 5
(relational + tile cache) B  Tasks 4

D ArcsOC_30d_3AM

D ArcSOC_Increase_1d_S5AM
D Portal Index

D SSL Certificate



A ArcGIS Monitor  categories = ArcGIS

B 12 o0emeo
B 1 @ aArcals
B '@ ArcGIS Server

Mapping counters to architecture components

£ Busy Time per Trisec)
ArcGIS: Server view @ Collection Time(zec)
€ Free
£ Health Check
& License Expires{Days)
& License-Extension Expires{Days)
© Log-SEVERE
' o ARNTHE
Web Adaptor A
£ Min
l £ Throughput (Trisec)
£ Total Busy Time
Portal o
£ Transactions
fOf ArCGls B @ Host ng Server
B £ ArcsoC Optimizer
B 1 GecEvent
= ) ArcGIS GeoEvent Server
€ Collection Time(sec)
© Log-ERROR
& Log-WARN
£ Service-ERROR

ArCGIS HOStIng GGOEVGnt € Throughput (Tr/sec)
Server Server Server o

£ Transactions
B % portal
B @ rortal for ArcGIS
€ Collection Time(sec)
£ Health Check

& License Expires{Days)

ArcGIS @ Log-SEVERE
Data Store © Log-WARNING

€ Login/Interval
(relational + tile cache) @ Status Federation
£ Status Machine
£ Storage Available
B % portal Index
B @ portal Index
€ Collection Time(sec)
£ Status Code

£ Status Index Groups



9 ArcGIS Monitor Administrator

Mapping counters to architecture components
Web WFile~ @BAdd ®Test & Config

B £ site@localhost

Web Adaptor = oo
[ = ]
| M ArcGIS Monitor  categories = Web B . Demo 34
+
Portal & Amazon 1
for ArcGIS = ‘;D_‘fj“’ @ ArcGIS 2
= HTTR
£ Collaction Time(sec) E DB O
# Content Length ¢ Ext 9
£} Find String
A
© Find String NOT B ZHip 6
_ £ 150N Error Code D ArcGIs Server Health
ArcGIS Hosting GeoEvent @ Network Time(sec) D California_Test_Hosted
: Server £ Fesponse Code - —
Server SENEr @1 Response Time(sac) 'D Hosting Server Health
& ServerTimeized) D Portal for ArcGIS Health
D SampleWorldCities
ArcGIS D sampleWorldCities_Hosted
D:';a Store Q Portal 1
. . £ Process 6
(relational + tile cache)
it RDP O

& System 5
B Tasks 4



Availability




Availability

- Availability is usually expressed as a percentage of uptime in a given time span
(typically 1 month) and calculated as follows:

Availability (%) = (Total time — Downtime) / Total Time *100%

- ArcGIS Monitor defines downtime based on a critical alert duration.



Availability

- In the case below, in January 2019:
- Total Time= 31*24 = 744 hours (44640 minutes) , see Duration H:M; the total downtime

- Downtime = 47 hours and 24 minutes (2844 minutes), see Non Availability H:M).
- Availability (%) = (44640-2844)/44640*100=93.629%

£ Site ~ 1 Repors ~ < APl @ Help

tM ArcGIS Monitor  Avaiiability ~ # Home A Alerts | RCA  Lal Categories

@ Availability 02/10/2019 10:33 AM

A1

(= 98%)
Sel Time Hange: Time Range:
Previous Month v 010172019 12:00 AM 0173172019 11:58 PM
& Al = 100%
1D Statugs = Availability (%) = Collection = Duration H:M Availability H:M Non Availability H:M Coverage (%)
T43:59 696:315 47:24 T4.75

1 A 93.629 Demo



Alerts




Alerts

ArcGIS Monitor Alerts # Home @ Availability IF Ll Categories ~ of Site - 1 Reports ~ = API & Demo@arcgismonitor esri.com:443 / Logout

A Alerts 10/17/2018 7:48 AM

Set Time: Time Range:
p Collection : | All Collections ) v » Counter Mame: ’m
TOMTIZ018 12:00 AM TOITIZ018 7245 AN » Category: { All Categories ) v P Mames: |( All Mames ) v | | "2 Set Default Filters
> Level A Criical: 12 0 Warning: 54 # @ Infa: 6 B Monitor Service: ¥ O Data not collected: 26 ¥ 0 License Expires: 0
»  Staius # & Open: i ¥ @® Closed: 64 > Logs: ¥ 0 Logs Severe: 3 # © Logs Warning: 2
1] Category = LastAlert = Collection # Level = Status = H:M = Count 5 Groups = Counter Name = Rule = Counter Instance = Name = Desc = Counter Type = Int{min) =
1 @ AreCIE 101772018 745 AM Demo A\ Critical A Open T47 92 1 Status Federation >0 Summary Portal for AreGIS 9 Portal 5
2 & Usaze 10/17/2018 7:40 AM Demo © Warning @ Closed 0:9 2 2 HTTP500 >=5 HTTP Code (%) AWS ALE <(» Ext - Svstem Log Parser for ELE 5
3 @ ArcGIE 1011772018 7:25 AM Demo © Warning @ Clozed 015 3 1 Log-WARMING >0 Summary Hozling Server @ AreGIS 5
4 @ ArcGIS 101772018 7:20 AM Demo & Info @ Closed 0:34 T T Tr =0 USGS-R35-Earthquakes ArcGlS GeoEvent Server /> Ext - Arc IS GeoEvent Extension 5
5 L Infrastecture 1011772018 7:16 AM Demo A\ Critical @ Clozed 0:16 16 1 Count Total =0 posigres 10.0.3.202-posigres ArcGIS DataStore L Process 1
6 Web 101772018 718 AM Demo O Warning @ Closed 0:16 16 1 JSOMN Error Code >0 California_Test_Hosted California_Test_Hosted & Hitp 1
7 L Infrastructure 10/1772015 7:15 AM Demao A Critical @ Closed 0:15 15 1 Count Total =0 ArcGlSDataStore 10.0.3 202-ArcGISDataStore ArcGIS DataStore 4f Process 1
& @ ArcGIS 101772018 7:15 AM Demo O Warning @ Closed 1:05 13 £ Leg-ERROR =0 Validation ArcGlS GeoEvent Server /> Ext - Arc IS GeoEvent Extension 5
9 L Infrastructure 101772018 7:15 AM Demo © Warning @ Clozed 015 3 2 Error | >0 10.0.3.202 WinEvent: DataStor /> Ext - WinEvent 5
10 o Infrastructure 10M7/2018 7:15 AM Demo & Critical @ Closed 0:15 3 1 ArcGIS Data Store = 10.0.3.202 WinService: DataSt <> Ext - WinService 5
11 L Infrastructurs 1011772015 7:05 AM Demao & Info @ Closed 1:13 15 T nformation >0 10.0.3.232 WinEvent: AGM 4> Ext - WinEvent 5
1z @Web 101772015 7:00 AM Demo O Warning @ Closed 0:3 k3| 2 Find [String NOT =1 California_Test_Hosted California_Test_H & Hitp 1
13 | & Web 101772018 7:00 AM Demo © Warning @ Clozed 0:31 k1) 2 Find String =0 California st_Hosted California_Test_Hgsted &' Hitp 1
14 L Infrastructure 10/M17/2015 616 AM Demo O Warning @ Closed 0:15 3 3 Error >0 10.0.3.27 WinEvent: AGS 10.0.3.27 -Hosting, 10.0.3.154-AGS /> Ext - WinEvent 5
15 L Infrastructure 10/1 773015 6:16 AM Demao A Critical @ Closed 0:15 3 AEGIS Server =0 10.0.337 WinService: AGS Windows service status: AreGIS Server /> Ext - WinServies 5

Details and Logs Admin Url

Charts and Stats

Source Urls




Root Cause Analysis (RCA)




Root Cause Analysis (RCA) Source and Impact by time

oM ArcGIS Monitor RcA  # Home  OAvailabilty A Aleris Ll Calegories ~  ©§Site~  @Reports + <2 APl @Help & Demo@arcgismonitor.e

17 Root Cause Analysis Reports 01/29/2019 7:04 AM

Set Time: Time Range:
01/28/2019 12:00 AM 01/28/2019 11:59 PM
T Collection - |Demo v | T Reports: | Sowrces & Impacts by Time ¥ |
T Bins: |82-DII231'20191D:10AM v |
€ Use thiz reot cause analysis report to categorize aleris into impacts and sources
Bin Type Tier Start Time End Time Min Level Counter Name  Rule Counter Instance Name Counter Type Comments
32 = Impact @ ArcGIS 01/28/2019 10:10 AM 01/28/2019 10:20 AM 10 Warning Free =0 Root=~>SampleWaorldCities ArcGIS Server @ ArcGIS Increase min/max to reduce wait time
= Impact ol Infrastructure 01/28/2019 10:20 AM 10 Warning Error =0 10.0.3.154 WinEvent: AGS 4> Ext - WmEvent Check windows event logs
= Impact o Infrastructure 01/28/2019 10:20 AM 10 Warning % Processor =85 _Tofal 10.0.3.154 o System Check for: 1. usage spikes; 2. degraded performance; 3. unexp
Time consuming CGPU
= Impact ol Infrastructure 01/28/2019 10:20 AM 10 Warning % Processor =» 85 agmdemo-PRD-AGS02-i-0cedadbff1758a034-us-  AWS & Amazon Check for: 1. usage spikes; 2. degraded performance; 3. unexp
Time easl-1 consuming CPU
= Impact [i FF 01/28/2019 10:20 AM 10 VWarning seconds = ECZAMAZ-MITECEE CPUBenchmark_ECZAMAZ- 4> Ext - CPUBenchmark Investigate potential CPU wait time
0.1 MITEOEE
|5 Source @ AreGIS 01/28/2019 10:20 AM 10 Warning Throughput >»>=5  Rootz~>SampleWorldCities ArcG1S Server @ AreGIS Usage spike. Check resource ufilization and settings.
(Trizec)
|F Source @ ArcGIS 012872019 10:20 AM 10 Warning Throughput == Summary ArcGIS Server @ ArcGIS Usage spike. Check resource ufilization and settings.

(Trfsec) 10



RCA Source list

oM ArcGIS Monitor

RCA

# Home

@ Availability

A Aleris

|l Categories -

€ Site

1 Reports ~ < API

© Help

& Demo@arcgismon

|7 Root Cause Analysis Reports 01/28/2019 6:29 PM

Set Time:

Time Range:

01/26/2019 12:00 AM

@ Use this rooi cause analysis report to list sources

Type = Tier =

|7 Source o Infrastructure
|F Source = Databaze

|7 Source @ ArcGIS

|7 Source @ ArcCGIS

| Source @ ArcGIS

| Source I Infrastructure
|7 Source I Infrastructure
I Source & Infrastructure
|F Source o Infrastructure
I Source @ ArcGIS

|F Source I Infrastructure
I Source @ ArcGIS

|F Source @ ArcGIS

|7 Source L Infrastructure
|7 Source o Infrastructure
|7 Source I Infrastructure
|7 Source I Infrastructure
|¥ Source o Infrastructure

Last Alert =
01/28/2019 12:10 AM
01/25/2019 1:20 AM
01/28/2019 5:20 AM
01/28/2019 6:20 AM
01/28/2019 7:20 AM
01/28/2019 7:30 AM
01/28/2019 5:00 AM
01/28/2019 8:00 AM
01/28/2019 5:00 AM
01/28/2019 8:40 AM
01/28/2019 10:00 AM
01/28/2019 10:50 AM
01/28/2019 10:50 AM
01/28/2019 11:10 AM
01/28/2019 3:00 PM
01/28/2019 3:50 PM
01/28/2019 5:20 PM

01/28/2019 6:29 PM

01/282019 6:29 PM

Level =
O Warning
& Critical
A Critical
A\ Critical
A\ Critical
O Warning
O Warning
O Warning
© Warning
A Critical
© Warning
O Warning
O Warning
A\ Critical
© Warning
O Warning
O Warning

O Warning

Status
@ Closed
@ Closed
@ Closed
@ Closed
& Closed
@ Closed
@ Closed
@ Closed
@ Closed
@ Closed
@ Closed
@ Closed
@ Closed
@ Closed
@ Closed
& Closed
@ Closed

A Open

Counter Name =
% Processor Time
Cods
Portal for ArcGIS
ArcGIS Server
ArcGIS Data Store
Error
Error
Error
Count Total
ArcGl3GecEvent
% Processor Time
Throughput (Trisec)
Throughput (Trisec)
Reboot
% Processor Time
% Processor Time
Warning

Error

T Collection: |Demeo T Reports: | Source List
Rule Counter Instance = Name =
> &b _Total 10.0.3.27
=0 Walid afion eGDE Activity
=0 10.0.3.184 WinService: Portal
=10 10.0.3.27 WinService: AGS
=0 10.0.3.202 WinService: DataStore
>0 10.0.3.202 WinEvent: DataStore
=0 10.0.3.27 WinEvent: AGS
>0 10.0.3.184 WinEvents: Portal
=0 ArcGISGeoEvent 10.0.3.154-ArcGISGeoEvent
= 10.0.3.154 WinService:GeoEvent
> 85 _Total 10.0.2.154
»>=§ Root=~=SampleWorldCities ArcGlS Server
>=10 Summary ArcGIS Server
=0 _Total 10.0.2.154
> 85 postgres 10.0.3.202-posigres
> 85 posigres 10.0.2.184-posfgres
>0 10.0.3.27 WinEvent: AGS
=0 10.0.3.154 WinEvent: AGS

Counter Type

o System

<> Ext - EzdbSQL
<> Ext - WinService
/> Ext - WinService
4> Ext - WmServica
4> Ext - WinEvent
4> Ext - WmEvent
<> Ext - WinEvent
£ Process

<> Ext - WinService
o Bystem

@ ArcGIS

@ ArcGIS

o Swstem

€ Process

4 Process

4> Ext - WinEvent

4> Ext - WmExvent

Comments

Check for: 1. usage spikes; 2. degraded performance; 3. unexpected process consuming CP

Check if database is running

Check ArcGIS Enterprise and 05 logs.

Check ArcGIS Enferprise and ©S logs.

Check ArcGIS Enterprise and O5 logs.

Check windows event logs

Check windows event logs

Check windows event logs

Check ArcGIS Enterprise and O5 logs.

Check ArcGIS Enterprise and 05 logs.

Check for: 1. usage spikes; 2. degraded performance:
Usage spike. Check resource ufilization and setlings.
Usage spike. Check resource ulilization and settings.
If reboot not planned, check OS event logs for details
Check for: 1. usage spikes; 2. degraded performance
Check for: 1. usage spikes; 2. degraded performance
Check windows event logs

Check windows event logs

;3. unexpected process consuming CP



RCA Impact list

A ArcGIS Monitor

RCA

# Home

|l Categories «

f Site

£ Reports «

< APl

© Help

& Demog@arcgismonitor

01/28/2019 12:00 AM

@ Use this root cause analysis report to list the impacts

Type = Tier =

= Impact & Web

= Impact & Weh

= Impact & Web

= Impact & Web

= Impact & Web

= Impact o Infrastructure
= Impact o Infrastructure
= Impact o Infrastructure
= Impact & Web

= Impact ko Infrastructurs
= Impact & Web

= Impact & Web

= Impact & Web

= Impact o Infrastructurs
= Impact & Web

= Impact & Web

= Impact & Web

= Impact I Infrastructure
= Impact o Infrastructure
= Impact @ Partal

= Impact o Infrastructure
= Impact @ ArcGIS

= Impact o Infrastructure
= Impact o Infrastructure
= Impact & Web

LastAlert =
01/28/2019 5:20 AM
01/28/2019 5:20 AM
01/25/2019 5:20 AM
01/25/2019 5:20 AM
01/28/2019 5:20 AM
01/28/2019 5:20 AM
01/25/2019 5:20 AM
01/28/2019 5:20 AM
01/28/2019 5:30 AM
01/25/2019 6:10 AM
01/25/2019 6:20 AM
01/28/2019 6:20 AM
01/25/2019 6:20 AM
01/283/2019 6:20 AM
01/28/2019 T:20 AM
01/25/2019 7:20 AM
01/25/2019 T:20 AM
01/28/2019 7:20 AM
01/28/2019 7:20 AM
01/283/2019 7:30 AM
01/23/2019 &:10 AM
01/25/2019 &:40 AM
01/25/2019 5:40 AM
01/25/2019 10:30 AM

01/28/2019 11:10 AM

@ Availability A Aleris
01/28/2019 6:29 PM
Level = Status =
O Warning @ Closed
O Warning @ Closed
© Warning & Closed
O Warning & Closed
O Warning & Closed
O Warning @ Closed
O Warning @ Closed
O Warning @ Closed
© Warning & Closed
© Warning & Closed
O Warning & Closed
0 Warning & Closed
O Warning @ Closed
O Warning @ Closed
© Waming @ Closed
© Warning & Closed
O Warning & Closed
0 Warning & Closed
O Warning @ Closed
A\ Critical @ Closed
O Warning @ Closed
© Warning & Closed
O Warning @ Closed
O Warning & Closed
O Warning @ Closed

Counter Name =
Find String
Find String HOT
JSOM Error Code
JSOM Error Code
Find String NOT
Count Total
Count Total
Warning
Requestiverage
% Processor Time
Find String NOT
Find String
Response Time{sec)
Errer
JSOM Error Code
Find String
Find String NOT
Count Total
Count Total
Status Federation
Error
Service-ERROR
Count Total
Error

Find String

Rule
=0
=1
=0

=0

>0
=1

> 85

=0
>0

=0

T Collection: |Demo

v

Counter Instance =

Portal for ArcGIS Health
Portal for ArcGIS Health
Countries_Sql_Egdb_Draw
Countries_Sql_Egdb_Test
Countries_Sql_Egdb_Test
ArcGISPortal

posigres

10.0.3.232

Response Time (Sec)
postgres
SampleWerldCities_Hosted
SampleWerldCities_Hosted
California_Test_Hosted
10.0.3.27
California_Tesi_Hosted
California_Test_Hosted
California_Test_Hosted
posigres

ArcGlSDataStore
Summary

10.0.3.154

Validation
ArcGISGeoEvent
10.0.3.202

Countries_Sgl_Egdb_Draw

T Reports:

Impact List

Mame =
Portal for ArcGIS Health
Portal for ArcGIS Healih
Countries_Sql_Egdb_Draw
Countries_Sql_Egdb_Test
Countries_Sql_Egdb_Test
10.0.3.184-ArcGI3Portal
10.0.3.134-posigres
WinEvent: AGM
AWS ALB
10.0.3.184-postgres
SampleWordCities_Hosted
SampleWorldCities_Hosted
California_Test_Hosted
WinEvent: AGS
California_Test_Hosted
California_Test_Hosted
California_Test_Hosted
10.0.3.202-posigres
10.0.3.202-ArcG13DataStore
Portal for ArcGIS
WinEvents: Portal
ArcGlS GeoEvent Server
10.0.3.154-ArcGISGeoEvent
WinEvent: DataStore

Countries_Sql_Egdb_Draw

Counter Type =
& Hep
& Http
& Htip
& Hitp
" Hitp
25 Process
o Process
4> Ext - WinEvent
¢f> Ext - System Log Parser for ELB
2 Process
" Hitp
" Hitp
(& Hip
<> Ext - WinEvent
& Http
& Htip
(& Hitp
£ Procezz
2 Process
@ Portal
4> Ext - WinEvent
4> Ext - ArcGIS GeoEvent Extension
2 Process
4> Ext - WmEvent

(& Hiip

Comments

-

- Reproduce with web debugger; 2. check app and other logs

-

- Reproduce with web debugger. 2. check app and other logs

-

- Reproduce with web debugger; 2. chack app and other logs

-

- Reproduce with web debugger; 2. check app and other logs
1. Reproduce with web debugger; 2. check app and other logs
Check ArcGIS Enterprise and O5 logs.

Check ArcGlS Enterprise and O5 logs.

Check windows event logs

Check resource ufilization and settings.

Check for: 1. usage spikes; 2. degraded performance

1. Reproduce with web debugger; 2. check app and other logs
1. Reproduce with web debugger: 2. check app and other logs
Check: 1. CPU; 2. Which fier(s) are responsible (e.g.check ArcGIS, DE cou
Check windows event logs

1. Reproduce with web debugger: 2. check app and other logs
1. Reproduce with web debugger: 2. check app and other logs
1. Reproduce with web debugger; 2. check app and other logs
Check ArcGIS Enterprise and O5 logs.

Check ArcGIS Enterprise and OS5 logs.

Check ArcGIS Enterprise logs

Check windows event logs

Check ArcGIS Enterprise logs

Check ArcGIS Enterprise and OS5 logs.

Check windows event logs

1. Reproduce with web debugger; 2. check app and other logs



Usage




Usage

BB Load Balancer
- Usage (or user load) is typically measured using: ,-’I.j,
- Transactions or requests per time, e.g. per seconds, 5 min, day.
- User IP per time, e.g. per seconds, 5 min, day.

- Users per time, e.g. per seconds, 5 min, day. SefElinrast

- Measured at:

P ArcGIS Server

- Web server ﬁ
- AcGIS
- Database =I Data Store
A®
- Format:
- Chart time series
- Table

- Map



Usage at LB: transactions (or requests)

Categories > Usage > Tr/Interval

- Chart format

o ArcGIS Monitor

B &peme
B e iog:
B ©aws ALE
£ HTTP 200 Tr/Interval
& HTTP 300 Tr/Incerval
£ HTTP 400 Tr/Interval
© HTTP 500 Tr/Interval
£ HTTP Code (35)

Tr/Interval ArcGIS Server

@ Chart Resolution: real-time value at collection interval when query less than 12 hrs

D2/08/2018 1:24 AM

=

19 1:24 PM

= EIKED ESESEIE

eom:443 / Logout

—a-g-0-o-0-0-0-0-0-5-0

 1Ps/Interval 5

& Network Received MB/Interval sl

& Network Sent MB/Interval |I

& Response Time [Sec) 4

 Responss Tim [Sec) 2o Boc I

& Service Type Responss Time (| 25 |

& TrfInterval ArcGIS Endpoint Definition 3 |

©Tr/Interval ArcGIS Server I

 Tr/Intzrval ArcGlS Server Extension 25 |

& Ti/Interval Non-ArcGIS il |

© Tr/Interval OGC | | |

& Tr/Interval Poreal 15

& Tr/Interval Response Time Histogram (%) I

& TrfIenal Tie L

© Ti/Interval Total as| | |

& Tr/Min Peak [ ]|

& Users/Interval 4 ”a; b

& validation v %0,9
7.-‘-,94"'

O Statistics: both chart and table reflect true statistics like min, max, percentile

ftem * Category +
l AWS ALB
AWS ALB
ANEALE
ANVEALE
l AWE AL
AWS ALB
l ANEALE
l NS ALE

AWS ALE

l AWSALE

AWS ALB

BEBE|R B B R BB BR R

Counter #
FestureSarver
GPServer
GeoDataServer
GaocodaSener
GeometrySarver
GiobeServer
HostedFeatureSenver
KmiServer
MapServer

REST

S0AP

Instance %

Triinterysl ArcGIS Server
Triintervsl ArcGIS Server
Triinterval ArcGIS Server
Trinterval AreGIS Server
Trinterval AreGIS Server
Triintervsl ArcGIS Server
Triinterval ArcGIS Server
Triinterval ArcGIS Server
Trinterval AreGIS Server
Triintervsl ArcGIS Server

Trilnterval AreGIS Server

Min

£

: Avg
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000

a;
?/na’a:’)g
Ay
Time

s P5 %
2320 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

P50 =

2.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0.000

0"’-’05190,96. "iy,;,a’

Ay Oy, 4
B Pas 4 Pes
5.000 5.000 5.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000

2,

199.45 g, 2y

i)

Max % Sum
5.000 341.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

2, 02 92
5 *07g q?’??rg 79 %1‘9
i} - 2 123 T2y
Fay ey, Py
Intervalisec) & Samples # Coverage % &
200 147 100.000
200 147 100.000
300 147 100.000
200 147 100.000
200 147 100.000
200 147 100.000
300 147 100.000
300 147 100.000
200 147 100.000
200 147 100.000
300 147 100.000



Usage at LB : users and transactions
Categories > Geolnfo > IP Location

- Map format

ArcGIS Monitor ¢ > # Home © Availability A Alerts RCA Lt Categories ~ f Site ~ 1 Reporis ~ < API @ Help & Demo@arcgismonitor.esri.com:443 / Logout
B & pemo
B ¢ eL Logs RrIRMe T2 a RIRATRAEN @ n n
B e aws A

# IP Location

1 United States @ Request - IP Location

& World

= ¥ IP Location m IPs - Unique IPs: 3 (table only shows top )  Totals: 406

0-50
51-100 Rank % P2 Country 2 Region ¢ Requests %
101-200
201-500 1 99.51%  198.102.62.250 United States CA 404
501- 1k
Tk -2k 2 025%  128.1.84.138 United States CA 1
2k -3k
3k- 5k 3 0.25%  52.232.107.160 Netherlands 07 1




Usage at LB : users
Categories > Usage > IP / Interval

- Chart format

QI_L ArcGIS Monitor Categories > Usage # Home  @Availability A Alets  |F RCA  |bl Categories ~  ©§Site +  ]Reports v < APl @Help & Demo@arcgismonitor esri.com:443 /
B & pemo
B asstos R & R & “ n n m m
B @ aws ALs
# HTTP 200 Tr/Interval
& HTTP 300 Tr/Interval IPs/Interval

£ HTTP 400 Tr/Interval
£ HTTP 500 Tr/Interval
& HTTP Code (%)

& IPs/Interval Ipessssssassssossssss T .............................. (S I R G S G A ] s I I .............................
¥ Network Received MB/Interval ‘ | ‘ ’ ‘ A i ‘ |

@ Chart Resolution: real-time value at collection interval when query less than 12 hrs

# Network Sent MB/Interval 04 | | ‘ ‘ ‘ ‘ | ‘ | |
& Response Time (Sec) 0.8 | ‘ ‘ | | | ‘ | |
% Response Time (Sec) 2xoq/ 3ux | ‘ | | | | ‘ | ‘ | | |
¥ Service Type Response Time (Sec) o7 | | | | | ‘ ‘ | |
£ Tr/Interval ArcGIS Endpoint Definition 06 ‘ ‘ | | | | | | | | | | ‘ ‘
& Tr/Interval ArcGIS Server } | ‘ | ‘ ‘ | | ‘ ‘ | | |
% Tr/Interval ArcGIS Server Extension 0.5 | | ‘ ‘ ‘ ‘ | | ‘
% Tr/Interval Non-ArcGIS q | ‘ | | | | | | ‘ ‘ | | |
& Tr/Interval OGC ) 04 | | | | | ‘ ‘ | ‘ |
& Tr/Interval Portal 03l ‘ | | | | | | | | ‘ ‘
& Tr/Interval Response Time Histogram (%) | ‘ | | ‘ | H ‘ | | ‘ | ‘ ” ||
& Ti/Interval Tile 0.2 |
2 Tr/Interval Total 01 | | ‘ | ‘ | | | ‘ | ‘ | | ‘
% Tr/Min Peak ’ | ‘ | | | | ' Y
# Users/Interval 0 L. i 1 ..... l .......................... i l--..l el .
o slesten : 207, ” %%079 9. ?/0?/?079 o %)’?079 72 %)/'?079 7 ‘ 205 > ’ 20 Tog. 20 95 03’0),30
2, A "y Ay, 43 a1y oy 3o Py 83 Ay Tg Ay 0 2
Time
@ Statistics: both chart and table reflect true statistics like min, max, percentile
Iltem % Category # Counter Instance % Min % Avg = P5 % P50 % Pa0 3 Pa5 3 P29 % Max % Sum % Interval(sec) ¥ Samples * Coverage

I AWS ALBE ext TotallPs IPs/Interval 0.000 0.646 0.000 1.000 1.000 1.000 1.000 1.000 95.000 300 147



Usage at ArcGIS Server: transactions
Categories > ArcGIS > Tr

- Chart format

ArcGIS Monitor Categories ~GIS # Home @ Availabi A Alerts |l Categories f Site ~ 1 Reports ~ Demo@arcgismonitor esri_com:443 f Logout

B 1% pemo
B 1@ arccis 02/07/2019 630 AM @ 02/07/2019 630 PM ﬂ n n n m
B 1 & ArcGIS Server

£ Busy
# Busy Time per Tr(sec) TF
£¥ Busy Time(sec)
# Collection Time(sec)
# Configured State
14 Free 4,507

© Chart Resolution: real-time value at collection interval when guery less than 12 hrs

# Health Check
£¥ License Expires(Days) 4,000
£ License-Extension Expires(Days)
3,500
£ Log-CRITICAL
£ Log-SEVERE 3,000
£ Log-WARNING
o Max 2,500
& Min
£ Service-ERROR. 4 2,000
£ Throughput (Tr/sec) )
£ Total Busy Time 1,500
*Tr
. 1,000
£ Transactions
= 1
= ! 7 Hosting Server 500
# ArcSOC Optimizer
|+ GeoEvent 0
[/} [} [/} @, v} 0, v} v} [}
@ Portal %;,?0 ?/o;%’_ 9/0;,20’ 9/0;,20; 9/0;,20’ 9/0;,207 %;,?07 %;,207 %;,?0
9 Portal Index s 634 975s 99,3, 910, 912, 9730 92, 9400 e
Ay Ay Ay 3 ap, Sy, Ay & Phs Py
Time
© Statistics: both chart and table reflect true statistics like min, max, percentile
Item = Category = Counter = Instance = Min = Avg = P5 = P50 & P90 = P95 = P99 = Max = Sum % Interval{sec) = Samples % Coverage % %
ArcGIS Server Service-MapServer Tr Root/CountriesFromSqglEgdb 0.000 5870 5.000 6.000 6.000 6.000 6.000 6.000 257.000 300 146 100.000
ArcGIS Server Service-MapServer Tr Root/SampleWorldCities 0.000 365753  4.000 5.000 5.000 4 373.000 4.439.000 4.501.000 53,400.000 300 146 100.000

ArcGIS Server Site T Summary 0.000 371623 9.000 11.000 11.000 4.379.000 4,445 000 4.507.000 54,257.000 300 146 100.000



Usage at ArcGIS Server : transactions
Reports > ArcGIS > Tr

- Table format

oh ArcGIS Monitor  Reports = ArcGIS Server  # Home @ Availability & Alerts T RCA

@ ArcGIS Server Reports 02/08/2019 1:16 PM

Sed Time: Time Range:
02062019 12:00 AN 02082018 1:18 PM
aTr
Category = Service =
Site Summary
MapSarver Root ! Sample\WorldCities

MapSarver Raoot ! CountriesFromSqglEgdb

[l Categories = & Site - ¥ Reporis ~

< AFI @ Help

T Collection : |EIE'T::-

T Reports: | Tr

Requests =
40,845
49,041

B0s

T AcGIS Server | ArcGIS Server




Usage at ArcGIS Server: CPU time

Categories > ArcGIS > Busy Time (sec)

- CPU time a given service took at ArcGIS Server level.

- Use to identify top cpu consumers at ArcGIS Server.

cGIS Monitor Cate

# Home |l Categories ~ f Site ~

7 Reports ~

< APl

B 1= pemo
B 1@ arccls

B 1@ ArcGIS Server
% Busy
£ Busy Time per Tr(sec)
% Busy Time(sec)
% Collection Time(sec)
% Configured State
! 4 Free
¥ Health Check
% License Expires(Days)
# License-Extension Expires(Days)
% Log-CRITICAL
% Log-SEVERE
£ Log-WARNING
2 Max
# Min
% Service-ERROR
& Throughput (Tr/sec)
% Total Busy Time
#Tr
% Transactions

! & Hosting Server

/& ArcSOC Optimizer

l#* GeoEvent

Q Portal

@ Portal Index

02/07/2019 6-30 AM st

Busy Time(sec)

@ Chart Resolution: real-time value at collection interval when guery less than 12 hrs
609.195

550
500
450
400
350
300
250,
200
150
100

50

Oz, 22 = 229
s

]
9g. 97,
= 04
e J‘%{

@ Statistics: both chart and table reflect true statistics like min, max, percentile

Item = Category = Counter = Instance % Min 2

ArcGIS Server Service-MapServer Busy Time(sec) Root/CountriesFromSqlEgdb 0.000

ArcGIS Server Service-MapServer Busy Time(sec) Root'SampleWorldCities 0.000

02/07/2019 6:30 PM

12 02, s 02
2 7, 0)/‘.'0) %){'901 %7’?01
9, o .9,.30 9653 99‘._!6
R Fny £y Fiy
Time

Avg ¢ P5 ¢ P50 = POD 2 P35 2 Pog = Max = Sum 2 Interval(sec) <

2.621 1.059 1.266 6.566 12168 21.091 21.281 382,679 300
49623 D409 0513 0.708 599.357 600.752 600.195 7,244,951 300

Samples

146

146

02,
7,
’-?g,sse
26 5
W

Coverage % %
100.000

100.000



Performance




Performance at LB
Reports > Usage > Response Time (sec)

o Site ~

A Aeris

CA bl Categories = 5 API

9 Help

o@arcgismonitor.esri.com:

B &pemo
B &ELE Logs
B o Aws ALB
& HTTP 200 Tr/Interval
0 HTTP 300 Tr/Interval
& HTTP 400 Tr/Interval
£ HTTP 300 Tr/Interval
& HTTP Code (%)
0 IP=/Tnterval
& Network Received MB/Interval
& Network Sent MB/Intznal
% Response Time (Sec)
% Response Time [Sec) 2iog3m
# Servica Type Response Time (Sec)
0 Tr/Interval ArcGIS Endpoint Definition
8 Tr/Interval ArcGlS Server
 Tr/Interval ArcGlS Server Extension
% Tr/Interval Non-ArcGIS
@ Tr/Interval OGC
4 Tr/Interval Fortal

% Tr/Interval Response Time Histogram (%)
& Tr/Interval Tile

& Tr/Interval Total

& Tr/Min Peak

& Users/Tnterval

 Vizlidation

02/08/2018 1:.00 AM

Response Time (Sec)

0 Chart Resoiution: real-time value at collection interval when query less than 12 hrs

1m7 ey
|
0.8 |
|
08 |
|
|
0.7] |
|
0.6 1
08 [
0.4 l |
| |
0.3
g
02 { \
[ - \
01 ) f
» \ | \
B L U A U S - J | SR PPN [REPIP BN P AN A P . . i | AN I bttt
o 02 By 02 %2, L 2y k! 02 02 L 2y k! O, 02 %, k=7 % o, %2y
%’9; %"ge %’92 }6@8’93 %’93 %f%’f‘v %’9 %‘95 }%0’55 %’93 %%’57 %’EP %’95 j'??% %’99 s %’9 7 %”gm %%’5 7 %@%h
0, 4 X & "1 £ L N L3 E ; ¥ i i, & i 5 =t !
"4 i ey 4 Oy, Ty “apy “ayy Ty Tay Py Ty %ty Ay Ty Tay ay Pa, T
Time:
6 Stafistios: both chart and table reflect true statistics like min, max, percentile
Iltem % Category # Counter % Instance % Min # Avg %+ P5 % P50 % Pa0 % P5 % PO & Max % Sum % Interval{sec) % Samples %
l ANz ALB e Requestiverage Response Time (3ec) 0.000 0.054 0.000 0015 0.188 0.238 1.015 1017 7878 300 147

23] Q21020192 1:00 PM

- EIKID ERESEIES

%2
L
272,
P
Coverage % %
100.000



Performance at ArcGIS Server
Categories > ArcGIS > Busy Time per Tr (sec)

- Busy Time per Tr (sec) is the total time (seconds) per transaction consumed by
ArcGIS Server service.

o ArcGIS Monitor - Categories

neGIS

# Home

@Availabilty A Alers RCA |l Categories = ©f Site =

@ Reports

€ APl @Help

& Demo@arcgismonitor.esri.com:442 f Logout

B 1&peme
B 1@ Arecls

B ¥ ArcElSs Server
& Busy
% Busy Time per Tr{sec)
& Busy Time[sec)
& Collection Time{sec)
# Configurad State
!4 Free
& Hezlth Check

& Licznz= Expires|Days)

# License-Extension Expires|
& Log-CRITICAL
% Log-SEVERE
& Log-WARNING
& Max
& Min
& Service-ERROR
% Throughput (Trfsec)
& Total Busy Time
&
% Tranzactions
B @ Hosting Server

B # Arc50C Optimizer

B |+ GeoBvent

B 9 poral

B @ Poral Index

Busy Time per Tr(sec)

@ Chart Resolution: real-time valuz at collection interval when query less than 12 hrs

0.238

03

0.25]

0.15
01

0.05]

@ Siatistics: both chart 2nd table refiect true stafisties like min, max, parcantila

ltem = Category = Counter %
ArcGlS Server Sanvica-MapSarvar Busy Time per Trisec)
ArcGlS Server Zervice-MapServer Busy Time per Trisec)

02/06/2018 1:24 AM

Instance =
RootiCountriesFromSqlEgdo

Root’SampleliorldCities

=

(2/08/2018 1:24 PM

- BE0 ERES

021%{9 09"{%’?0;\_7 N 92/?1?/%!5 . a?/p%}g B 0& 2y 9, ogﬁ%é.r D?/g&%}a
Ty, Vay  Vay Bay, g g,
Time
Min = Avg = P5 % PE0 = PsS0 = P35 = P39 =
0.000 0221 0.207 0.210 0.288 0.317 0331
0.000 o102 0.0a7 0.100 0132 0.138 0.130

0.238

0155

Sum =

31758

14645

Interval{zec) =

[=Phg 0z,
%%IQ s %r"!
35 2y
N 24y Py
Samples % Coverage % %
300 144 100.000
00 144 100.000



Performance at ArcGIS Server
Categories > ArcGIS > Busy Time per Tr (sec)

- Table format

&M ArcGIS Monitor  Reports = ArcGIS Server  # Home  @Awsilabiity A Alets  |f RGA |l Categories ~ 0§ Site ~  (HRepots~ 4 APl @ Help

Q@ ArcGIS Server Reports 02/08/2019 1:16 PM

St Time: Time Range:
02008201 12:00 AM 0210872019 1:18 P T Colesten: T AreGlE Sener
T Reports: & Execute
6 Busy Time per Tr(sac)
Category ¥ Service ¥ Minjsec) = Bvgsec) = Phlisec) = PO5{zec) = P93(zec) = Maxisec) +  Samples where CPUTime =0 %  Samples %
MapSenver Fioot / CountriesFromSagl Egdb 0 043 0 032 1245 1377 153 158

MapServer Root/ SampleWorldCities 010 o 0.10 014 0.14 018 150 158



Typical cases and
Root Cause Analysis (RCA)




Root Cause Analysis (RCA)

“Source” - the most downstream failing component
— all upstream failing components

Web Adaptor Web Adaptor
| |
Portal Portal
for ArcGIS for ArcGIS

Server Server
“Source”
ArcGIS GeoEvent grcGIS GeoEvent
Server Server e Server
ArcGIS ArcGIS
“Source” Data Store Data Store
(relational + tile cache) (relational + tile cache)

Example 1 Example 2



Overloaded system
Load exceeds the designed capacity

(souce]  [impact]

w
Resource
m Utilization
Batch processes

Performance




RCA: Usage spike
Throughput (tr/s)

oM ArcGIS Monitor RcA  # Home  OAvailabilty A Aleris Ll Calegories ~  ©§Site~  @Reports + <2 APl @Help & Demo@arcgismonitor.e

17 Root Cause Analysis Reports 01/29/2019 7:04 AM

Set Time: Time Range:
01/28/2019 12:00 AM 01/28/2019 11:59 PM
T Collection - |Demo v | T Reports: | Sowrces & Impacts by Time ¥ |
T Bins: |82-DII231’20191D:10AM v |
€ Use thiz reot cause analysis report to categorize aleris into impacts and sources
Bin Type Tier Start Time End Time Min Level Counter Name  Rule Counter Instance Name Counter Type Comments
32 = Impact @ ArcGIS 01/28/2019 10:10 AM 01/28/2019 10:20 AM 10 @ Warning Free =0 Root=~>SampleWaorldCities ArcGIS Server @ ArcGIS Increase min/max to reduce wait time
= Impact ol Infrastructure 01/28/2019 10:20 AM 10 © Warning Error =0 10.0.3.154 WinEvent: AGS 4> Ext - WmEvent Check windows event logs
= Impact o Infrastructure 01/28/2019 10:20 AM 10 @ Warning % Processor =85 _Tofal 10.0.3.154 o System Check for: 1. usage spikes; 2. degraded performance; 3. unexp
Time consuming CGPU
= Impact ol Infrastructure 01/28/2019 10:20 AM 10 © Warning % Processor =» 85 agmdemo-PRD-AGS02-i-0cedadbff1758a034-us-  AWS & Amazon Check for: 1. usage spikes; 2. degraded performance; 3. unexp
Time easl-1 consuming CPU
= Impact [i FF 01/28/2019 10:20 AM 10 @ Warning seconds = ECZAMAZ-MITECEE CPUBenchmark_ECZAMAZ- 4> Ext - CPUBenchmark Investigate pol
f MITEOEE
|5 Source @ AreGIS 01/28/2019 10:20 AM 10 O Warnipdg Throughput Root=~=Sampe/orldCities ArcGIS Server @ ArcGIS
(Trizec)
|F Source @ ArcGIS 012872019 10:20 AM 10 O Wal Throughput Summary ArcGIS Server @ ArcGIS

(Trisec)




Bottleneck

Source Impact
Network

Performance
Connection Stability

Pooling




RCA: Free instances =0
Bottleneck are often created by increased load

oM ArcGIS Monitor RcA  # Home  OAvailabilty A Aleris Ll Calegories ~  ©§Site~  @Reports + <2 APl @Help & Demo@arcgismonitor.e

17 Root Cause Analysis Reports 01/29/2019 7:04 AM

Set Time: Time Range:

01/28/2019 12:00 AM 01/28/2019 11:59 PM

T Collection - |Demo v | T Reports: | Sowrces & Impacts by Time ¥ |

T Bins: |82- 01/28/2019 10010 AM - ¥ |

€ Use thiz reot cause analysis report to categorize aleris into impacts and sources

Bin Type Tier Start Time End Time Min Level Counte Counter Instance Name Counter Type Comments
32 = Impact @ ArcGIS 01/28/2019 10:10 AM 01/28/2019 10:20 AM 10 @ Warning Root=~>SampleWaorldCities ArcGIS Server @ ArcGIS Increase min/max to reduce wait time

= Impact ol Infrastructure 01/28/2019 10:20 AM 10 © Warning 10.0.3.154 WinEvent: AGS 4> Ext - WmEvent Sheck windows event logs

= Impact o Infrastructure 01/28/2019 10:20 AM 10 @ Warning % Processor 10.0.3.154 o System Check for: 1. usage spikes; 2. degraded performance; 3. unexp
Time consuming CGPU

= Impact ol Infrastructure 01/28/2019 10:20 AM 10 © Warning % Processor =» 85 agmdemo-PRD-AGS02-i-0cedadbff1758a034-us-  AWS & Amazon Check for: 1. usage spikes; 2. degraded performance; 3. unexp
Time easl-1 consuming CPU

= Impact [i FF 01/28/2019 10:20 AM 10 @ Warning seconds = ECZAMAZ-MITECEE CPUBenchmark_ECZAMAZ- 4> Ext - CPUBenchmark Investigate potential CPU wait time

0.1 MITEOEE
|5 Source @ AreGIS 01/28/2019 10:20 AM 10 © Warning Throughput >»>=5  Rootz~>SampleWorldCities ArcG1S Server @ AreGIS Usage spike. Check resource ufilization and settings.
(Trizec)
|F Source @ ArcGIS 012872019 10:20 AM 10 @ Warning Throughput == Summary ArcGIS Server @ ArcGIS Usage spike. Check resource ufilization and settings.

(Trfsec) 10



Unstable Infrastructure
Interruption to the underlying resources

Source Impact

)

Restarting

Overallocation

it
Permissions Stability

m\allt




RCA: CPU spike by unexpected process, e.g. virous scan

& Demo@arcgismonitor.e

ArcGIS Monitor rc Home @ Availability A Aleris | Categories ~ #€Site~ @ Reporis ~ =2 APl @Help

17 Root Cause Analysis Reports 01/29/2019 7:04 AM

Set Time: Time Range:

01/29/2019 6:35 AM 01/29/2019 7:35 AM
T Collecfion : | Dema v | T Repors: | Sources & Impacis by Time ¥ |
T Bins [an v |

@ Use this root cause analysis report to categorize aleris into impacts and sources

Bin Type Tier Start Time End Time Min Level Counter Name Rule Counter Instance Name Counter Type Comments
0 = Impact " Web 01/28/2019 7:25 AM 01/28/2019 7:35 AM 10 Warning Code (%) AWS ALE 4> Ext - System Log Parser for ELB 1. check web ard-app1ogs for urls; 2. Reproduce with web debugger:
= Impact @ ArcGIS 01/2%/2019 7:35 AM 10 Warnipd Service-ERROR Validation ArcGlS GeoEvent Server > Ext - AreGIS GeoEvent Extension Check ArcG1S Enterprise logs
10.0.3.154 L System Check for: 1. usage spikes; 2. degraded performance; 3. unexpected process consuming CPU

_Total

| Source o Infrastructure 01/29/2019 7:35 AM 10 Waring % Processor Time > 85




RCA: Portal for ArcGIS Server service stopped

oA ArcGIS Monitor

RGA # Home [oVETETT A Aleris

|l Categories +

4§ Site ~

2] Reporis ~

=< API

© Help

& Demo@arcgismonitor.esri.

15 Root Cause Analysis Reports 01/28/2019 6:29 PM

Set Tim

Time Range:

01/28/2019 12:00 AM 01/28/2019 6:29 PM

€ Use this root cause analysis report to categorize aleris into impacis and sources

Bin Type Tier Start Time End Time
80 = Impact = Web 01/28/2019 5:00 AM 01/28/2019 5:10 AM
= Impact &' Web 01/28/2019 5:10 AM
= Impact = Web 01/28/2019 5:10 AM
= Impact & Web 01/28/2019 5:10 AM
= Impact & Web 01/28/2019 5:10 AM
= Impact & Web 01/28/2019 5:10 AM
= Impact & Web 01/28/2019 5:10 AM
= Impact L Infrastructure 01/28/2019 5:10 AM
= Impact L Infrastructure 01/28/2019 5:10 AM
= Impact L Infrastructure 01/28/2019 5:10 AM
= Impact o Infrastructure 01/28/2019 5:10 AM
= Impact o Infrastructure 01/28/2019 5:10 AM
15 Source @ ArcGIS 01/28/2019 5:10 AM

Level
VWarning
Warning
VWarning
Warning
Warning
Warning
Warning
Warning
Warning
Warning
Warning
Warning

A Critical

T Bins:

[80-0128/2019 5:00 A v |

Counter Name Rule Counter Instance
Find String =0 Portal for ArcGIS Health
Find String MOT =1 Portal for ArcGIS Health
JSOM Error Code =0 Countries_Sql_Egdb_Draw
Find String =0 Countries_Sql_Egdb_Draw
JSOM Error Code >0 Countries_Sql_Egdb_Test
Request, age =1 Resp Time (Sec)
Find String NOT =1 Countries_Sql_Egdb_Test
Error =0 10.0.3.154
Error >0 10.0.3.27
Count Total =0 ArcGISPortal
Count Total =0 posigres
Waming =0 10.0.3232
Portal for AreGIS =0 10.0.3.184

Y Reports: | Sources & Impacts oy Time ¥ |

Name
Portal for ArcGIS Health
Portal for ArcGIS Health
Countries_Sql_Egdb_Draw
Countries_Sql_Egdb_Draw
Countries_Sql_Egdb_Test
AWS ALE
Countries_Sql_Egdb_Test
WinEvent: AGS
WinEvent: AGS

10.0.3.184-ArcGISPortal

10.0.3.184-posigres
WinEvent- AGM

WinService: Portal

Counter Type
&' Hitp
&' Hitp
&' Hitp
' Hitp
" Hitp
</> Ext - System Log Parser for ELB
" Hitp
/> Ext - WinEvent
/> Ext - WinEvent
2] Procass
] Procass
xt - WinEvent

</ Ext - WinServica

Comments

- Reproduce with web debugger; 2. check app and other logs

- Reproduce with web debugger; 2. check app and other logs

- Reproduce with web debugger; 2. check app and other logs

- Reproduce with web debugger; 2. check app and other logs

- Reproduce with web debugger; 2. check app and other logs
Check resource ufilization and settings.

1. Reproduce with web debugger; 2. check app and other logs
Check windows event logs

Check windows event logs

Check ArcGIS Enterprise and O5 logs.

Check windows event logs

Check ArcGIS Enterprise and O5 logs



RCA: ArcGIS Server machine rebooted

ArcGIS Monitor rca # Home @ Availability A Aleris Categories ~ &€ Site v 4 Reports ~ £ API @ Help & Demo@arcgismonitor.esri.com

|5 Root Cause Analysis Reports 01/28/2019 6:29 PM

Set Time: Time Range:
01/28/2019 12:00 AM 01/28/2019 6:29 PM
T Collection : | Demo v | T Reports: | Sources & Impacts by Time ¥ |
T Bins: |45-01|’284'201910:50AM v |
@ Use this root cause analysis report to categorize aleris into impacts and sources
Bin Type Tier Start Time End Time Min Level Counter Name Rule Counter Ingtance Name Counter Type Comments
45 = Impact & Web 01/28/201910:50 AM  01/2372019 11:00 AM 10 © Warning Response >3 Countries_Sql_Egdb_Draw Countries_Sqgl_Egdb_Draw (£ Http Check: 1. CPU; 2. Which tier(s) are responsible (e.g.check ArcGIS, DB coun
Time({sec) logs)?
= Impact & Web 01/2&2019 11:00 AM 10 © Warning Find String =0 Countries_Sql_Egdb_Draw Countries_Sqgl_Egdb_Draw (&' Http 1. Reproduce with web debugger; 2. check app and other logs
= Impact & Web 01/282019 11:00 AM 10 © Warning Find String =0 SampleWerldCities SampleWorldCities " Http 1. Reproduce with web debugger; 2. check app and other logs
= Impact & Wb 01/2&2019 11:00 AM 10 © Warning Find String MOT =1 SampleWerldCities SampleWorldCities & Herp 1. Reproduce with web debugger; 2. check app and other logs
= Impact @ ArcGIS 01/28/2019 11:00 AM 10 © Warning Throughput >=5  Root=~=SampleWorldCities ArcG1S Server @ ArcGIS Usage spike. Check resource ufilization and settings.
(Trizec)
= Impact @ ArcGIS 01/282019 11:00 AM 10 © Warning Throughput >= Summary ArcG1S Server @ AreGIE Usage spike. Check resource ulilization and settings.
(Trizec) 10
= Impact @ AreGIS 01/282019 11:00 AM 10 © Warning Free =0 Root=~=SampleWorldCities ArcGIS Server @ AreGIS Increase minifmax to reduce wait ime
= Impact o Infrastructure 01/282019 11:00 AM 10 © Warning Error >0 1000.3.154 WinEvent: AGS </» Ext - WinEvent Check windows event logs
= Impact o Infrastructure 01/28/2019 11:00 AM 10 © Warning % Processor Time >85  _Total 10.0.3.154 o System Check for: 1. usage spikes; 2. degraded performance; 3. unexpecied proces:

consuming CPU

= Impact o Infrastructure 01/282019 11:00 AM 10 © Warning agmdemo-PRD- 02-i-0cedasbff1788a034-us- AWS &% Amazom
east-1
| Source o Infrastructure 01/28/2019 11200 AM 10 A\ Critical Reboot =0 _Total 10.0.3.154 o System If reboot not planned, check OS event logs for details




RCA: Database not running

& Demo@arcg

ArcGIS Monitor rca # Home @ Availability A Aleris |l Categories ~ & Site ~ £ Reports « <2 APl @ Help

|Z Root Cause Analysis Reports 01/28/2019 6:29 PM

Sef Time: Time Range:

01/28/2019 12:00 AM 01/282019 6:29 PM

T Collection : | Demo v | T Reports: | Sources & Impacts by Time ¥ |
Y Bins: [103- 01282018 1:10 M ¥ |
@ Use this root cause analysis report to categorize aleris into impacts and sources
Bin Type Tier Start Time End Time Min Level Counter Name Rule Counter Ingtance Name Counter Type Comments
103 = Impact & Web 01/28/2019 1:10 AM 01/28/2019 1:20 AM 10 © Warning Response Time{sec) >3 Countries_Sql_Egdb_Draw Countries_Sql_Egdb_Draw CF Hitp Check: 1. CPU; 2. Which tier(s) are responsible (e.g.check ArcGIS, DB ¢
= Impact & Web 01/23/2019 1:20 AM 10 O Warning Response Time(sec) >3 Countries_Sql_Egdb_Test Countries_Sql_Egdb_Test I Hitp Check; are responsible (e.g.check ArcGIS, DE «
= Impact o Infrastructure 01/28/2019 1:20 AM 10 O Warning Error =0 10.0.3.154 WinEvent: AGS 4/ Ext - WinEvent Check windows event logs

Check if database is running

15 Source £ Databaza 01/28/2019 1:20 AM 10 A\ Critical Code >0 Validation eGDE Activity <> Ext - EzdhSQL



2019 Releases

] 7 M ArcGIS Monitor  Categories > infrastructure ~ #Home  ©Availabiity A Alets  I¥ RCA  |M Calegories - @Site - @IReporis~ < APl @Help
O [l

v =) nn

019 9:49 AM 1=

RDS % Processor Time

@ % Processor Time
£ ALB HTTP Code(%) Critical

@ Chart Resolution: real-time value at collection interval

en query

- Dashboard home page e
- REST API = | :

Respense Time 20

Additional default alerts :

& Collection Time(sec)

& Instances Running 4 20
g . & Memory Availzble MB ! pu
ealth anda utilization reports

MB/Interval 0]
& Network Sent MB/Interva 5|
% Page File Utilization % ‘

141 H « file.sys: % 2 o 2 o 2 o [2
cHipagefiie.sys) 57 s s, s s 5 57 57
7, 75, 72, 7, 7, i, 77, 7,
- Additional metrics added 305 5 oo e o, o
_ 50 (2 90 735 ’2,75 7370 %13 T4y

& RDS DatabaseConnections Ay 54,4 Aty Ay oy Py oy Pay
% RDS DiskQueueDepth Time

© RDS FreeableMemory GB
£ RDS Fre:
B RS

rkReceiveThroughput AWS  RDS RDS % Processor Time  suez-prd-stage1 ~ 4.458 19917 5833 15667 39.583 48.292 58625 58625 975924 300 49 100.000

@ Statistics: both chart and table reflect true statistics like min, max, percentile

torageSpace GB
Item $ Category & Counter Instance & Min & Avg ¢ P5 ¢ P50 & P90 & P95 & P99 £ Max # Sum % Intervalisec) & Samples ¢ Coverage% &

AWS  RDS RDS % Processor Time  suez-stg-stage ~ 6.356 7002 6417 6750 7833 8750 8917 8917 343081 300 49 100.000
& RDS

NetworkTransmitThroughput
[ ] MB/Secend
. . % RDS ReadIOPS

Count/Second

# RDS ReadLatency(s

- Minor bug fixes e——
- Usability improvements

AWS RDS RDS % Processor Time  suezna-dev 4407 5230 4500 5000 6.639 6.833 7.000 7.000 256266 300 49 100.000
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All Events

Date

Esri User
Conference
July8-12,2019
San Diego, CA

Esri Petroleum GIS
Conference

May 15-16, 2019
Houston, Texas

Esri Southeast User
Conference
1-2,2019

West Palm Beach, FL

Ma

Select the session
you attended

Schedule Q

ArcGIS API for JavaScript: An
Introduction

ArcGIS Apps for the Field: An Introduction

ArcGIS Data Reviewer: An Introduction

ArcGIS Enterprise: Creating Sites
and Pages

ArcGIS Enterprise: The Road Ahead

ArcGIS Excalibur: Experience the Value
and Power of Imagery through the Web...

<

ArcGIS Data Reviewer: An Introduction

SDCC - Room 30 E

Add Reminder

Jul 10, 8:30 AM - 9:30 AM

July 09, 08:30 AM - 09:30 AM

ole in every

Log in to access the
survey

0

TECHNICAL Wi

Title and Deseription Consistent with Content

Poor Excellent

Well Organized/Clear Presentation

Share your thoughts. H

Poor Excellent

Public Speaking Skills

Poor Excellent

The content of the workshop was relevant to




